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Tiny AI Accelerators: New On-Device AI Platforms
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Omnibuds by Bell Labs

https://omnibuds.tech/

Tiny AI Accelerator 
(MAX78000, 8mm × 8mm )

→ Opportunity of (1) reduced latency, (2) lower power cost, 
and (3) improved privacy for on-device AI

Tiny AI Accelerators Microcontroller units (MCUs)

• 62~175× faster inference 
• 105~1160× less energy consumption



Why Are Tiny AI Accelerators Fast? Parallelization
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Parallel data access and processing are the keys to fast inference

MAX78000

Architecture of Tiny AI Accelerator Parallelization across channels
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Tiny AI Accelerator Lacks Data Memory
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224x224x3
= 50KB * 3 channels

*exceeds data memory limit
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Improves accuracy with additional spatial information
with the same inference latency



DEX: Data Channel Extension for Tiny AI Accelerators
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DEX: Result
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DEX improves accuracy by 3.5%p 
while keeping the inference latency the same on the tiny AI accelerator

Accuracy Latency

Code:https://github.com/Nokia-Bell-Labs/data-channel-extension
Contact: taesik.gong@unist.ac.kr

mailto:taesik.gong@unist.ac.kr
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