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Role-playing as functional characters is an interesting emerging domain but lacks of
Fine-grained and Quantitative Criterion, we propose one: Active and Passive Constraint (APC)
via formalizing persona-driven role-playing as a Constraint Satisfaction Problem (CSP)

Preliminary

A persona-driven role-playing model !Q maintains a group of persona statements like [ Alice is a guitarist. ] as reference

when making responses like [ Hi! I am a guitarist. Jto user queries like | Hi, Alice! Tell me about our job |
Input Texts APC Constraint on each persona statement is satisfied when:
{query is relevant to statement and statement entails response} or
Persona Statement (s) {query is irrelevant to statement and statement NOT contradicts response}

Statement-Query Statement-Response

User Query (q) Character Persona Respond to Query Relevance NLI
Model RCSpOl’lSG (I') [ s: Alice is a guitarist. ] i [ q,: Hi, Alice! Tell me about your job. )
: Hi! I am a guitarist. & s entails r,
s>

: Hi! I works in California. 3 s neutral tor,

(Relevant to q,)

52 Hi! I am a scientist.

Discriminators q,: Hi, Alice! Do you love your job?
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: I love my jobs as a guitarist. : s entails r,
Relevance(s, q) = s> his
s: I love my jobs so much! i (Irrelevant to d s neutral to rs
i q2)
NLI(Ss I‘| q) : I'love being an actress! L 3 s contradicts rg

(1) The APC of a character is satisfied when APCs for all persona statements are satisfied.
(2) However, (1) is too strict for comparison, we instead compare the numerical expectation of satisfied
statement APC with the probabilistic formalization in (3)
(3) P(APC is satisfied) = P(q is relevant to s)P(s entails r) + (1-P(q is relevant to s))(1-P(s contradicts r))

Experiment

Role-playing Method Comparison. (1) Retrieval-Augmented Generation (Retrieve relevant statements to help generation)
(2) Long-Context Memory (Dump all persona statements into the prompt for generation)
(3) Experience Upload (Synthesize dialogues between characters to fine-tune the model)
APC as reward. We improve the global faithfulness by running direct preference optimization with APC reward.
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