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Related Work

• Local Linearity of neural networks
• Goodfellow et al. 2014 and FGSM

• DeepFool attack (Moosavi-Dezfooli et al. [2016]) and FAB attack (Croce and 
Hein [2020a]) presenting step-wise targeting.

• Untargeted Parameter-free state-of-the-art attack
• Croce and Hein 2020b presents AutoAttack, the current SOTA.

• Utilizing targeted attacks toward 9 top logits targets



Different Scales of a Piecewise-Linear Function

Looking highly non-linear in 
the macroscopic scale



Looking highly non-linear in 
the macroscopic scale

linear in microscopic scale

Different Scales of a Piecewise-Linear Function



Almost linear in the 
mesoscopic scale!

Different Scales of a Piecewise-Linear Function

 We prove “mesoscopic almost linearity” 
theoretically for two-layer networks. 



Targeting Methods

Naïve targeting: for a k-classes classifier 𝑓, 
rate the other k-1 classes according to their 
confidence logits.

This method ignores the “slope” of the 
function.

Logits
Original class

Next-best



Targeting in Linear Functions

Let 𝐹 𝑥 = 𝑊𝑥 + 𝑏 be a linear k-class classifier, 
where 𝑤𝑖 is the 𝑖-th row of 𝑊.

Then, for 𝑥0 classified as class 𝑙, the distance to 
class 𝑖 would be:

d =
𝑤𝑖−𝑤𝑙, 𝑥0

ԡ𝑤𝑖− ԡ𝑤𝑙

And the best target 𝑗 will be 

𝑗 = argmin𝑖
𝑤𝑖 −𝑤𝑙 , 𝑥0
ԡ𝑤𝑖 − ԡ𝑤𝑙

𝑥0

𝑦0𝑎

𝑥1

𝑑

The logit 
difference
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MALT Targeting

Due to almost linearity in the 
mesoscopic scale -

MALT uses linear targeting 
method as pre-calculation, to find 
the closest target in non-linear 
classifiers. and  𝛻𝑓!

Logits



The MALT Attack



The MALT attack

MALT attack outperform the State-Of-The-Art Auto Attack, and is five times faster! 



Thank you
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