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Problem Statement

* Disease grading aims to assess the severity level of a disease or a
pathological region from a medical Image

* The development of a disease Is a continuous progress
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Problem Statement

* Assumption: the medical images used for training and inference are
Independently & identically distributed (1.1.d.)

* Within-level discrepancy & cross-level similarity
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Problem Statement

* From the same unseen domain, instead of those from the same
grade level to be clustered in the feature space
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What's New?

* We develop a Severity-aware Recurrent Modeling, dubbed as Samba,
for general disease grading within- and cross-domain medical images.

* We propose to encode the image patches in a recurrent manner to
capture the decisive lesions and transport the critical information.

* An EM-based state recalibration mechanism is designed to reduce the
Impacts of cross-domain variants by mapping the feature embeddings
INto a compact space.

* Extensive experiments on three cross-domain disease grading
benchmarks show the effectiveness of the Samba against the baseline.



Methodology

* What's Selective State Model (SSM)?

State Space Model. Let x:(f) denote a 1-D input signal. SSM maps it to the 1-D output signal ()
by an intermediate N-dimensional latent state u(t), given by

/() = Au(t) + Bx(t), y(t) = Cu(t) + Dx(t), (1)

Discretization. The structured state space and Mamba discretize the above continuous
system so as to be tailored for deep representation learning. There are usually two ways for dis-
cretization, namely, linear recurrence and discrete convolution. For linear recurrence, instead of a
continuous function x(t), a discrete sequence (xg, x1,--- ) is taken as input. Conceptually, we have
x; = x(kA). The state matrix A is approximated as A by the zero-order hold rule. The discrete
SSM is a sequence-to-sequence map . — Yy, given by

W = Z’Ll'.k_] + Eﬂ’k,’ E = EﬂA

_ . _ (2)
y;,g:Cug;,, BZ&B._. CZC



Methodology

* What's Selective State Model (SSM)?
Selective scan in Vmamba
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Disclaimer: image from
Vimamba. Visual state space model. arXiv preprint arXiv.2401.10166, 2024.



Methodology

 Framework Overview

Dy ] [ ] ® point-wise product
—_— — —_— —_— — —_— o o — ‘fe -1’
stage 1 oy~ stage 2 o stage 3 o0 stage 4 - level-1 @ A PR
source .:2 _C‘.. _E-' g
= Samba = Samba E Samba =| Samba o, [n state embedding
3 block block % block % block g level-2" Labels
= oc - oc c 0c o oc ao) 7 estimated state
L. é Z g gﬂ n embedding
2 TP <2 T <0 T[T x2 — tining
‘level-n’
targel L] | B ---» inference
Bi-directional State Space Modeling EM-based State Recalibration
f fr
B . GMM
2 forward / 2 N %’ /
= i
2 3 1 & (£ 1N . EMA L4
g g 2 SSM + %. j = severity base g, 5 E _EB_.,
B T8 & =P z | M T s - -
=) % 2 backward i N E E-Step \ M-Step E ; :
3 = = ckward _| = ; 5 5 5 :
: 7 - 7743 7
v ++++++
restimate state x£




Methodology

* Key Module 1: Bi-directional Design

-- The embeddings are first input to the bidirectional Mamba layers to
store and transport the information about decisive lesions.

-- With the guidance of global severity awareness, the update of
hidden states can selectively ignore information about low-level
lesions, primarily preserving information about the most severe lesions.
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Methodology

* Key Module 2: E-M based State Recalibration

-- To reduce the impact of domain shift, we aim to map the
features Into a more compact space by feature recalibration.

-- Feature distribution of background and grading-related lesions
Is modeled by a Gaussian Mixture Model (GMM)
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Methodology

* Key Module 2: E-M based State Recalibration

-- E-step: estimate the severity basis K(f,. 1)
“nk =
L fo—..l K(fr: 1)

-- M-step: severity base likelihood maximization

Np

1
t+1 t
p’k: - N, t Z Znk .fn
Zm,zl ka n=1
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Methodology

* Key Module 2: E-M based State Recalibration
-- Moving averaging Is adapted to update the bases when training

p' —ap’ + (1 —a)p’
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Experiment

* Datasets

Cross-domain Fatigue Fracture Grading Benchmark [31] consists of a total number of 1,785
normal X-ray images and 940 X-ray images with fatigue fracture. They are collected from two
hospitals with different types of sensors, which we denote as Domain-1 and Domain-2, respectively.
These fatigue fracture images were graded into four stages by three physicians according to the
severity level. For simplicity, we denote the grades (including the normal grade) from level-1 to
level-5.

Cross-domain Breast Cancer Grading Benchmark consists of a total of 3644 H&E stained breast
invasive ductal carcinoma pathological images from two domains The first domain contains 2,486
images under the 20x magnification (denoted as Domain-1). The second domain contains 1,158
images under the 40x magnification (denoted as Domain-2). Different magnifications make the
1mage appearance dramatically different. For each experiment setting, one is used as the source
domain and the other is used as the unseen target domain. According to the severity of breast invasive
ductal carcinoma, three grades, namely, rare, frequent and abundant, are annotated. For simplicity,
we denote them from level-1 to level-3, respectively.

Cross-domain Diabetic Retinopathy Grading Benchmark consists of six DR retinal image datasets,
namely, DeepDR [33], Messidor [1], IDRID [40], APTOS [3], FGADR [67], and RLDR [49].
Following recent work [11], the single-domain generalization protocol is adapted. Specifically, one
of the above six datasets is used as the source domain, and all the rest datasets are used as unseen
target domains. Following [11], two extra large-scale datasets, DDR [29] and EyePACS [15] are used
to enrich the source domain for each experiment setting. The development of DR is graded into five
levels according to the severity, namely, normal, mild nonproliferative diabetic retinopathy (npdr),
moderate npdr, severe npdr and pdr. For simplicity, we denote them from level-1 to level-5.



Experiment

* Experiment 1:
Impact of iteration number T & severity base updating approaches
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Experiment

* Experiment 2:

Recurrent Patch Modeling & Each Component

Table 1: Effectiveness of the proposed Samba on
recurrent patch modeling. Domain-1 and Domain-
2 in the Fatigue Fracture Grading Benchmark are
used as the source and unseen target domain, re-
spectively. Metrics presented in percentage (%).

Method ACCT AUCT FI7
LSTM [22] 398 502 186
UR-LSTM [181 | 433 618 209
UR-GRU [18] | 457 651 224
ViT [48] 500 693  26.5
VMamba [69 527 704 287
Samba 762  81.5 458

Table 2: Ablation study on each component.
BSSM: Bi-directional State Space Modeling;
ESR: EM-based State Recalibration. Experi-
ments on the Fatigue Fracture Grading Bench-
mark. Domain-1 (x20)/Domain-2 (x40) is
used as source/target domain. Metrics in per-
centage (%).

Components Evaluation Metric
VMamba BSSM ESR | ACC AUC FlI
v X X 527 704 28.7
v v X 579 721 33.6
v v v 76.2 815 458




Experiment

* Experiment 3:

Category-wise performance & Impact of GMM number

Table 3: Category-wise performance and com-
putational cost comparison between VMamba-
ERM and the proposed Samba. Experiments
are conducted on the DG Breast Cancer Grading
Benchmark. Domain-1 (x20)/Domain-2 ( x40)
1s used as source/target domain. Metrics 1n per-
centage (%).

Computation Domain-1 as Source
Method | Backbone |~GEr G ple e T Jovel.2  Tevel 3 | ave.
ERM VMama-T 3.7 32.7 22.1 51.5 36.1 40.4
Samba | — 5.5 32.7 40.5 70.7 42.0 | 548
ERM VMama-S 7.9 63.4 ] 26.7 6.6 38.1 50.1
Samba ; : 11.3 63.4 47.1 71.5 43.7 | 56.1
ERM VMama-B 14.0 112.4 | 278 754 382 549
Samba ; 19.6 112.4 44.8 82.5 45.2 | 60.5

Table 4: Impact of the number of components /K
in GMM. Experiments are conducted on the DG
Breast Cancer Grading Benchmark. Domain-1
(x20)/Domain-2 (x40) is used as source/target
domain. Metrics presented in percentage (%).

K value | ACCT AUCT FI17
16 58.6 70.0 56.0
32 59.2 71.1 57.2
48 60.4 72.0 58.9
64 60.5 72.3 59.1
96 60.4 72.2 58.8
128 59.5 71.0 57.9




Experiment

* Experiment 5: Comparison with State-of-the-art

Table 5: Performance comparison of the proposed Samba and existing domain generalized DR grading
methods under the single-domain generalization protocol. Evaluation metrics include ACC and F1

(in percentage %). Top three results are highlighted as best , second and third , respectively.
APTOS DeepDR FGADR IDRID Messidor RLDR Average

Method ACCT TFIT [ ACCT FIT [ACCT FIT | ACCT FIT [ ACCT FIT [ ACCT FIT | ACCT  FIT
ResNet-50 based.:
Mixup 494 302 | 497 333 | 58 74 | 640 326 | 630 326 | 277 270 | 433 272

MixStyle 488 250 | 320 146 7.0 7.9 535 194 | 576 168 18.3 6.4 36.2  15.0
GREEN 526 333 | 446 311 5.7 6.9 60.7 33.0 | 545 33.1 319 278 | 417 275
CABNet 522 308 | 554 320 6.1 7.5 627 317 | 638 353 | 230 254 | 438 272
DDAIG 487 31.6 | 385 297 5.0 5.5 602 334 | 69.1 356 | 254 235 | 412 26.7

ATS 51.7 324 | 524 335 5.3 5.7 666 306 | 648 324 | 242 239 | 442 264
Fishr 61.7 31.0 ] 61.0 30.1 6.0 7.2 48.0 306 | 520 338 193 213 | 413 257
MDLT 533 324 | 502 337 7.1 7.8 61.7 324 | 589 34.1 200 300 | 434 284
DRGen 60.7 35.7 394 31.6 6.8 8.4 67.7 30.6 64.5 374 19.0 21.2 43.0 27.5
GDRNet [11] 52.8 352 | 400 350 7.5 9.2 70.0 35.1 657 405 | 443 379 | 46.7 322
VIiT based.:
MIL-ViT 61.8 368 | 382 363 8.7 9.3 68.6  31.1 67.7 40.7 28.1 345 | 455 315
Swin-T 64.0 36.7 31.0 32.7 6.0 7.8 704  38.1 65.6 398 27.5 345 | 44.1 31.6
VMamba based:
ERM 646 362 | 650 386 | 652 389 | 652 391 65.1 30.1 65.2 392 | 65.1 38.5

Samba (Ours) 659 379 | 672 40.7 | 682 405 | 689 41.7| 724 418 | 72.6 426 | 692 409




Experiment

* \/isualization
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Figure 4: The correlation matrix of each patch Figure 5: T-SNE visualization of the feature space
embedding before and after processed by the re- from the ERM baseline (left), and the proposed
current patch modeling in the forward direction, Samba (right). APTOS is chosen as the source
denoted as ‘Before’ and ‘After’ respectively. The domain and the rest datasets are used for as target

higher correlation, the more red a cell is.

domains.
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* \/isualization

Figure 9: Attention maps of the proposed Samba on retinal images from unseen domains.



Thanks for your attention!
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