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During the generation process, LLMs primarily depend on two sources of knowledge:

(1) parametric knowledge (2) contextual knowledge

Motivation    Methodology     Experiments     Conclusion

Knowledge conflicts: the contradictions between these two types of knowledge.

Knowledge acquired during 
pre-training and encoded 
within model parameters

Knowledge supplied as the 
prefix context within the input
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 Knowledge Conflicts
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When LLMs encounter knowledge conflicts, they may overly adhere to their inherent

parametric knowledge and fail to pay sufficient attention to new knowledge introduced

in the context!

As of 2023, India has surpassed China as 

the most populous country.

LLaMA-2-7B

Context

Question

Which country is the most populous in the 

world?

China.



• We propose a framework IRCAN

for Identifying and Reweighting 

Context-Aware Neurons to 

encourage the model to pay more 

attention to contextual knowledge 

during generation. 

• Hypothesis: Within LLMs, 

there exist neurons that 

specifically focus on processing 

context.
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 Identifying and Reweighting Context-Aware Neurons in LLMs

1. Take only the question as input, record

the activation value of each neuron .

2. Input both the context and the question

into the language model and record the

new activation value .

3. Calculate the attribution score:
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Step1 Context-Aware Attribution

Use Riemann approximation of the integration to efficiently compute the attribution score:

(1)

(2)
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Step2 Context-Aware Neuron Identification

Select the top h neurons with the highest 

number of co-occurrences as context-

aware neurons.

 Identifying and Reweighting Context-Aware Neurons in LLMs



Step3 Context-Aware Neuron Reweighting
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Enhance the influence of these context-

aware neurons by amplifying the weights

of these neurons to β (i.e., enhancement

strength) times their original weights:

 Identifying and Reweighting Context-Aware Neurons in LLMs



 Experimental setup
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➢ Accuracy (ACC)

➢ Stubbornness rate (SR): Defined as the 

model's accuracy in generating responses 

that align with the original golden label. 

This metric measures whether the LLM 

persistently adheres to its internal 

memorized knowledge.

◆ Metrics◆ Datasets

➢ Completion Task

➢ Multiple-choice Task
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 Main Results on the Completion Task:

129% 136%
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 Main Results on the Multiple-Choice Task:
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 Results of Ablation Studies:
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 Performance of General Abilities on Widely-used Benchmarks:
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