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Fine-Tuning is Fine, if Calibrated

§ Fine-tuning (FT) a pre-trained model that 
recognized many classes with only a subset
of classes from a new domain significantly 
degrades absent class accuracies.

§ Accuracy degradation does NOT come from
feature deterioration, but stems from 
biased logits toward fine-tuned classes.

§ Simple post-processing calibration 
restores model’s capabilities and reveals 
improved features.

Highlights

Motivation

What are damaged in the fine-tuned (FT) model?

Fine-tuning pre-trained models on a subset
of  target classes is often unavoidable, e.g., 
camera trap, some species may NOT
appear within the collection time.

Setting

NO! FT with subset of classes can adapt
the feature extractor to the new domain 
and improve absent classes. 

Is the FT feature extractor damaged?

Is the FT classifier damaged?
Why is absent class relationship preserved?

SoftMax decomposition:
probability that x belongs to an

absent class c

probability that x belongs to any 
absent classes U

probability that within the absent classes U, x
belongs to class c.

FT model tends 
to classify 
absent class as 
fine-tuning
classes

FT model’s ability to 
discriminate absent 
class sample within 
absent classes is 
improved

Problem
FT with a subset of classes from 
new domains causing accuracy 
drops for absent classes.

Superficial cause: Forgetting! 

Root cause: FT model’s biased logits towards fine-tuning classes

Post-Processing Calibration for the Rescue

Results

§ FT (*) + post
processing calibration
outperforms SOTA (*)

§ Observations are
robust to data split,
fine-tuning class size
and optimizer.

Similarity of
classifier weight
changes from 
pre-trained model 
to FT model for 
each class

Compared with fine-tuning classes, the weight 
changes for absent classes are highly similar

Why do absent class features improve after FT?

Toy example:
• absent class features moving in a similar 

direction as nearby fine-tuning class features.
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