
Saehyung Lee, Jisoo Mok, Sangha Park, Yongho Shin, Dahuin Jung, Sungroh Yoon

Textual Training for the Hassle-Free 
Removal of Unwanted Visual Data

Presentation at NeurIPS 2024



We are currently in the midst of what is known as the large-scale AI era.

Model size↑ Dataset size↑
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What do the following two datasets have in common?
Large-scale? Web crawling?



What do the following two datasets have in common?
Large-scale? Web crawling?

They contain harmful content.

Birhane et al. "Into the laion’s den: Investigating hate in multimodal datasets." NeurIPS 2023.
Birhane, Abeba, and Vinay Uday Prabhu. "Large image datasets: A pyrrhic win for computer vision?." WACV 2021.



How can we filter out harmful content lurking in our large image dataset?

<Initial Image Dataset>

Sampling

<Sample Dataset>
<Human Labelers>

<Harmful>

<Safe>

Training

<Classifier>

<Safe Image Dataset>
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This approach 1) requires image datasets;
2) exploits considerable human labor;
3) and needs to be re-initiated from the beginning 
whenever there are changes in the training objective.



IDEA 1: classifiers obtained solely using textual data
can operate on visual data as well!

CLIP space



IDEA 2: No need to divide the world corpus!

• The original loss function

• We reformulate the original loss function as

• We propose changing it to 

The union of the two sets 𝑼+𝟏 ∪ 𝑼−𝟏 allows us to train unwanted data detectors without 
needing to strictly differentiate between desired and unwanted data within the world 
corpus, providing a solution to the complexities involved in dataset construction

𝑈−1

<Hate speech>
𝑈+1

<World corpus>



Our proposed loss function

• We incorporate the concept of focal loss into our loss function to further encourage the 
formation of the decision boundary near the in-distribution.

• Our proposed loss can thus be defined as:

𝐃𝐞𝐟𝐢𝐧𝐢𝐭𝐢𝐨𝐧 𝟏. Let 𝐵−1 = 𝑥𝑖 𝑖=1
𝑁 and 𝐵 = ෤𝑥𝑖 𝑖=1

𝑁 denote mini-batches that are respectively
drawn from the specified in-distribution and the overall data distribution. Let 𝐿 be the
cross-entropy loss. Then our proposed loss function is

• 𝛾 ≥ 0 is a hyper-parameter of the focal loss.



Hassle-Free Textual Training (HFTT)



Application 1: Out-of-Distribution Detection (in-distribution=ImageNet)



Application 2: Hateful Image Detection (in-distribution=Antisemitic/Islamophobic)

[1] Felipe González-Pizarro and Savvas Zannettou. Understanding and detecting hateful content using contrastive learning. AAAI 2023.



Wrap-Up

• We eliminate the need to build an image dataset for training unwanted visual data 
detectors by using pre-trained vision-language models.

• We introduce a new loss function. Its use eliminates the need for labor in annotating out-
distribution data.

• We empirically analyze HFTT, a method composed of the above proposals. Our 
experiments show that HFTT is effective in a range of scenarios, from traditional OOD 
detection to situations involving abstract concepts, like the identification of hateful images.


	슬라이드 1: Textual Training for the Hassle-Free Removal of Unwanted Visual Data
	슬라이드 2
	슬라이드 3
	슬라이드 4
	슬라이드 5
	슬라이드 6
	슬라이드 7
	슬라이드 8
	슬라이드 9
	슬라이드 10
	슬라이드 11
	슬라이드 12
	슬라이드 13

