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Facial parts swapping aims to selectively transfer regions of interest from the source image onto the 
target image while maintaining the rest of the target image unchanged.

Traditional full face swapping lakes the ability to independently swap specific facial features (such as 
the eyes, nose, and mouth), thereby limiting flexibility in character design and facial modification.
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Results of facial parts swapping using FuseAnyPart

Motivation



• The main challenge in facial parts swapping lies in the fusion mechanism and 

multiple source images complicates the process.

• Popular methods that use cross-attention adapters struggle to accurately align 

fine-grained facial features.

• With multiple references increasing computational demands, efficient fusion 

becomes essential for performance.

Challenges
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Experiments



Qualitative results 



Qualitative results 



Qualitative results 



Qualitative results 



FuseAnyPart:
Diffusion-Driven Facial Parts Swapping via 
Multiple Reference Images 
Zheng Yu*, Yaohua Wang*, Siying Cui, 
Aixi Zhang, Wei-Long Zheng, Senzhang Wang 


