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01 Background of Study Ao

N-ary Knowledge Graph Construction

Traditional KGs are mostly composed of binary relational facts (subject, relation, object), which represent
the relationship between two entities. However, it has been observed that over 30% of real-world facts
involve n-ary relation facts with more than two entities (n > 2).

Natural Language Text N-ary relational Knowledge Graph

n-ary relational fact 2

Einstein received his Doctorate
degree in Physics from the
University of Zurich. From 1909
to 1911, Einstein was Professor
for Theoretical Physics at

the University of Zurich.
Einstein was awarded the Nobel
Prize in Physics in 1921 for his
services to Theoretical Physics,
and especially for his discovery

of the law of the Photoelectric ¥ Photoelectric Effect
Effect.

fine-grained
n-ary relation
extraction

n-ary relational fact 1 Nobel'Prize in Physics

As shown in Figure, an n-ary relational knowledge graph (NKG) is composed of many n-ary relation facts,
offering richer knowledge expression and wider application capabilities.




L INFORMATION

01 Background of Study

O Fine-Grained N-ary Relation Extraction

As a key step of constructing NKGs, n-ary relation extraction (n-ary RE) is a task of identifying n-ary
relations among entities in natural language texts. Compared to binary relational facts, n-ary relational
facts in NKGs have more diverse schemas for different scenarios.

Natural Language Sentence: Span-tuple for Entities:

Einstein received his Doctorate degree in Physics from the University of Zurich. (Einstein, Doctorate, Physics, University of Zurich)

i

Answer Label-list {& {} {} JW_"
for Relations: \/

|education, trigger, person, college, |education_head, education_tail, 5
|education]

|educated_at, academic_major, academic_degree] . ‘ g p 3 =
= academic_major, academic_degree] academic_major, academic_degree)

NKG schemas: @ @ @ T\m/ﬁ

[ hyper-relaional schema ] [event-based schema ] [ role-based schema ] hypergraph-based schema ]

education_head : Einstein

[ Einstein M’)University onurich] ( Event Type : education N education

trigger : received " ; ; 5 ; A
Mss : 2 education_tail : University of Zurich
person : Einstein :

college : University of Zurich academic_major : Physics

3 sk esrt A . 3 ¢ X
academic_major : Physics academic_degree : Doctorate

\cademic_degree : Doctorate ) U

: academic_major : Physics |

For example, Wikidata utilizes n-ary relational facts in a hyper-relational schema, which adds (n - 2) key-
value pairs to the main triple to represent auxiliary information. In addition to the hyper-relational
schema, the existing NKG schemas also include event-based schema, role-based schema, and
hypergraph-based schema, as shown in Figure.




01 Background of Study

O Task Definition

Formulation of NKG. An NKG G = {&£, R, F} consists of an entity set £, a relation set R, and
an n-ary fact (n>2) set /. Each n-ary fact f" € F consists of entities € £ and relations € 'R. For
hyper-relational schema [20]: f,”f;, = (ey,7r1,6€9,{ri—1,€;}i_3) where {e;}_, € &, {r;};= LeR.
For event-based schema [[16]: = (’r'l, {riv1,ei i 1) where {e;}, €&, {’r@ n+1 € R. For role-
based schema [12]: fI = ({’r@-, ei}r), where {e;}, € £, {r;}_; € R. For hypergraph -based
schema [26]]: f7}, = (11, {ei}7=1), where {e;}, € Er eR.

Problem Definition. Given an input sentence with [ words s = {wy, ws, ..., w; }, an entity e is a
consecutive span of words: e = {wy, Wp41, ..., wq} € &, where p,q € {1,...,1},and & = {e;}7L,
is the entity set of all m entities in the sentence. The output of n—ary relation extraction, R(), is a set
of n-ary relational facts F; in given NKG schema in { f]., f2, f2, f/" g} Specifically, each n-ary

relational fact f € Fj is extracted by multi-label classification of one of the ordered span- tuple for
n entities [e;|!_, € &s, forming an answer label-list for n,. relations [r;]"", € R, where n is the arity
of the extracted n-ary relational fact, and n,. is the number of answer relations 1n the fact, which 1s
determined by the given NKG schema: R([e;] ) = [?"@h L when f* = 1 R([ei]?,) = [ri] 72
when [ = f2. R([e:]r,) = [ri], when /™ = f2,, and R([e;]™,) = [r1] when /™ =

ev? TO’




01 Background of Study

O Three Main Challenges

However, there are still three main challenges in automated n-ary RE for NKG construction, which
remains at a coarse-grained level:

(1) Diversity of NKG schemas.
Previous methods could only perform N-ary RE based on a specific schema, but currently, there is no
flexible method that can perform n-ary RE for arbitrary schema with different number of relations.

(2) Determination of the order of entities.

N-ary RE involves more possible entity orders than binary RE, for example, as shown in Figure 2, in a
hyper-relational schema, there is an order issue regarding which entity is the head entity, tail entity, or
auxiliary entity. Previous methods often ignored the joint impact of different entity orders, leading to
inaccurate extraction.

(3) Variability of the arity of n-ary RE.
Previous methods usually output a fixed number of entities and are not adept at determining the variable
number of entities forming an n-ary relational fact.
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02 Contributions

O Contributions

To tackle these challenges, we introduce Text2NKG, a novel fine-grained n-ary RE framework

designed to automate the generation of n-ary relational facts from natural language text for NKG
construction.

* Text2NKG employs a span-tuple multi-label classification method, which transforms n-ary RE into a
multi-label classification task for span-tuples, including all combinations of entities in the text.
Because the number of predicted relation labels corresponds to the chosen NKG schema, Text2NKG
is adaptable to all NKG schemas, offering examples with hyper-relational schema, event-based
schema, role-based schema, and hypergraph-based schema, all of which have broad applications.

Moreover, Text2NKG introduces a hetero-ordered merging method, considering the probabilities of
predicted labels for different entity orders to determine the final entity order.

Finally, Text2NKG proposes an output merging method, which is used to unsupervisedly derive n-
ary relational facts of any number of entities for NKG construction.
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03 Methodology

O Overview of Text2NKG

Natural Language Sentence:

Einstein received his Doctorate degree in Physics from the University of Zurich.

Input: @

0 1 2 3 4 5 6 7 8 9 10 1 1n 5 5 8 8 1 13
[ 8] || Einstein || [/S] | received his [Doctorate |degree in | Physics |from the [ University of Zurich || [L] |[ /L1 || (L1 |[1/L]
| Bert-based Encoder |

( Entity 1

( Entilty_z |( Entilty_3 |( Enlilty_4 ]

Answer Label-list
for Relations:

*[r.'c'd:/('!!!f(' rf('\','f‘('c'] Itf('dr/('i!.'."(' H.':Ijm‘]—) i
— — academic_degree, Doctorate]

. | ,£l>

! . . . ! - - - | Einstein, educated_at, University of Zurich,
! [ Entity_1 ][ Entity_3 ][ Entity_2 ]—:— -)[m'mfvu.f.'('_u.frf,rm'] [mmh'nm'_r/v;:rv(']—)

I 1

Span-tuple
3-ary relational facts:

|Einstein, educated at, University of Zurich,

E [ Entity_1 [ Entity_2 ]| Entity_3 H’

academic_major, Physics]

@ Output Merging

n-ary relational facts:

i [ Entity_1 |{ Entity_2 ]| Entity_4 ]—i— Multi-label o academic_major || educated_at ]—)Hetem_ordered
i [ Entity_1 l[ Entity_4 ][ Entity_2 ]—i Classiﬁcation_)[ educated_at ][mmh'mi(;r/u‘;-rm']—) il

I 1

-)[m-mhw:ir_n:u;’m‘]I educated_at ]—)
-)[ educated_at ][:f(m/um."(;nm_rjm‘]—)

educated at

[ Einstein University of Zurich ]

| Entity_1 [ Entity_3 || Entity_4 ]-i-

+ (_Entity_t [ Entity 4 ][ Entity 3 }-

INFORMATION
SING SYSTEMS

First, Text2NKG encodes the entities
using BERT-based Encoder with a
packaged levitated marker for
embedding. Then each arrangement of
ordered span-tuple with three entity
embeddings will be classified with
multiple labels, and the framework will
be learned by the weighted cross-
entropy with a null-label bias.

In the decoding stage, in order to filter
the n-ary relational facts whose entity
compositions have isomorphic hetero-
ordered characteristics, Text2NKG
proposes a hetero-ordered merging
strategy to merge the label probabilities
of 3! =6 arrangement cases of span-
tuples composed of the same entities
and filter out the output 3-ary relational
facts existing non-conforming relations.

Finally, Text2NKG combines the output 3-
ary relational facts to form the final n-ary
relational facts with output merging.
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03 Methodology

O Span-tuple Multi-label Classificaition

For the given sentence token s = {wy, wa, ..., w; } and the set of entities &, in order to perform fine-

Natural Language Sentence: grained n-ary RE, we need first to encode a span-tuple (e, ez, 63). consisting o_f every arrangement

Einstein received his Doctorate degree in Physics from the University of Zurich. of three ordered entities, where e1, €3, e3 € £5. Due to the high time complexity of training every

{b span-tuple as one training item, inspired by [27]], we achieve the reduction of training items by using

packed levitated markers that pack one training item with each entity in &, separately. Specifically, in

each packed training item, a pair of solid tokens, [S] and [/S], are added before and after the packed

entity es = {wp,, ..., Wy }. and (|E;| — 1) pairs of levitated markers, [L] and [/L], according to

other entities in &, are added with the same position embeddings as the beginning and end of their
corresponding entities span ez, = {wy, ,...,wy, } to form the input token X:

Input:
3 4 5 6 7 8 9 10 11 12 13 5

0 1 2 5 8 8 1 13
@received his |Doctorate |degree in Physics]from the[l‘niversity ()qurich] L]

| Bert-based Encoder |

( Eniilly_l I Entilty_3 Il Entilty_4 |

Span-tuple

Answer Label-list
for Relations:

i ((Entity_1 ]( Entity_2 ] Entity_3 ]+

i  Entity_t [ Entity 2 ] Entity_4 ]-E-

i | Entity_1 ][ Entity_3 || Entity_2

i [ Entity_1 |{ Entity_4 | Entity 2 ]—i

[ Entity_1 |[ Entity_3 |( Entity_4

[ Entity_1 |( Entity_4 |( Entity 3 ].é.

Multi-label
Classification

)[m-mlﬂmi(' rh{'_:rf'.’] [uun/vmir HJ'(!,"HI']-
-)[m‘m./ﬂmh;Hmjm‘] [m‘mlwm(;r/u_urr.*]-
-)[m‘m/wni[- nmjm‘][ educated_at ]-

')[ educated at ][mm!'c*mi(;r/ugn'v]-

)[ academic_major ] [ educated_at ]-

')[ educated_at ][urr:r/w.nir rm:,inr]-

X ={wi, ..., [Sl,wpg, ..., wqs, [/S], e
CU[L] ey wg,, U[/L] o wi )

We encode such token by the BERT-based pre-trained model encoder [6]:
{h1,ha, ...,y } = BERT(X), (2)
where ¢ = |X]| is the input token length, {h;}!_, € R?, and d is embedding size.

Wpy, (1)

There are several span-tuples (A, B, C) in a training item. The embedding of first entity h 4 € R2?
in the span-tuple is obtained by concat embedding of the solid markers, [S] and [/S], and the
embeddings of second and third entities h, hc € R?? are obtained by concat embeddings of
levitated markers, [L] and [/L] with all A?n_l arrangement of any other two entities in £;. Thus, we

obtain the embedding representation of the three entities to form A2 _, span-tuples in one training

item. Therefore, every input sentence contains m training items with m A2, | = A3 span-tuples for

m—1 —
any ordered arrangement of three entities.

We then define n, linear classifiers, each of which consists of 3 feedforward neural networks
{FNN* .k =1,2,3, to classify the span-tuples for multiple-label classification. Each classifier
targets the prediction of one relation r;, thus obtaining a probability lists (P;);"; with all relations in

given relation set R plus a null-label:
P, = FNN! (ha) + FNN2(hg) + FNN? (he), 3)
where ENN¥ € R24x(IRI+1) apd P; € RUIRI+D),




O Training Strategy

Span-tuple
for Entities:

Answer Label-list
for Relations:

[ Entity 1 ][ Entity 2 ][ Entity 3 ]-.-

[ Entity_1 ][ Entity 3 ][ Entity_2 ]'E'

[ Entity_1 ][ Entity_2 |[ Entity_4 ]—E—

 Entity_1 |( Entity_4 |( Entity_2 ]—:

 Entity_1 ][ Entity_3 ][ Entity_4 ]-i-

[ Entity_1 || Entity_4 |( Entity_3 ]—.-

Multi-label

1| Classification

-)[m‘mlumi:;(/z'gn'ﬂ][m'rtr/('im'(;nmjm‘]-
-)[m‘mh'.'ni(;.'imjm'] [(I(‘(.’{[(’HH‘(;ll’l""'l't’l‘]'

-)[m‘mi:'.'uj{;.'imjm‘][ educated at ]-

-)[ educated_at ][uuuh’mit; fh{',-ruc]—

-)[u:‘mh':m(;nmjm‘][ educated_at }-

'>[ educated_at ][um:lcim'c_nmjur]—

03 Methodology

To train the n,. classifiers for each relation prediction more accurately, we propose a data augmentation
strategy for span-tuples. Taking the hyper-relational schema as an example, given a hyper-relational
fact (A, rq, B,ro, ), we consider swapping the head and tail entities, and changing the main relation
to its inverse (B, r| 1, A, re, C), as well as swapping the tail entities with auxiliary values, and the
main relation with the auxiliary key (A, ro, C, 11, B), also as labeled training span-tuple cases. Thus
Rynr(A, B,C) = (r1,72) can be augmented with 3! = 6 orders of span-tuples:

(R (A, B,C) =
Rp-(B,A,C
Ru-(A,C,B
R, (B,C A
R,-(C A B

| R (C, B, A) =

For other schemas, we can also obtain 6 fully-arranged cases of labeled span-tuples in a similar way,

as described in Appendix [A] If no n-ary relational fact exists between the three entities of span-tuples,
then relation labels are set as null-label.

(TlaTZ)

(T1 ,T2),
(r2,71),
(ra,r1 1),
(

(

) =
)=
)=
)=

7"21 1),

1,75 t).

Since most cases of span-tuple are null-label, we set a weight hyperparameter a € (0, 1] between
the null-label and other labels to balance the learning of the null-label. We jointly trained the n,.
classifiers for each relations by cross-entropy loss £ with a null-label weight bias W ,:

— Z Wa lOg ( ?;(EEPZ[TZD ) 9
i=1 Z eXp (Pij)
1.0] € RIRI+D,

(&)

where W, = [a, 1.0, 1.0, ...

INFORMATION
SING SYSTEMS




O Hetero-ordered Merging

Answer Label-list
for Relations:

)[m‘mh'mic'_rh{;rruc] [ rrc'ur!umic'_nmjm']—)
)[m'arlc'mi(' nmjm'] [{I(‘{f{!{’”lft‘ r!u_sy'uc]—)
)[m'mlr/mit;frmjru'][ educated_at ]—)
)[ educated_at ][m'rr(!('mf('_rl'("f,'ru(']—)
)[uc'mlwnic nmjru'” educated_at ]—)
)[ educated_at ][rr('arh'mit;nurjm']—)

Hetero-ordered
Merging

3-ary relational facts:

| Einstein, educated_at, University of Zurich,
: |

academic_degree, Doctorate|

Einstein, educated at, University of Zurich,

academic_major, Physics]

JL Output Merging

n-ary relational facts:

educated _at
—_>

l Einstein University of Zurich ]

03 Methodology

In the decoding stage, since Text2NKG labels all 6 different arrangement of the same entity com-
position, we design a hetero-ordered merging strategy to merge the corresponding labels of these 6
hetero-ordered span-tuples into one to generate non-repetitive n-ary relational facts unsupervisedly.
For hyper-relational schema (n, = 2), we combine the predicted probabilities of two labels P, Po
in 6 orders to (A4, B, () order as follows:

’

P, — PgABC) n I(PgBAC)) n P(2ACB)
_|_I(P(280A)) JrP(2OAB) +P§OBA)7
P, — P(2ABC) " P(zBAC) n PgACB)
n PchA) " I(chmB)) n I(PgCBA))’

\

where () is a function for swapping the predicted probability of relations and the corresponding
inverse relations. Then, we take the maximum probability to obtain labels 7y, rs, forming a 3-ary
relational fact (A, r1, B, ro, (') and filter it out if there are null-label in (rq, r2). If there are inverse
relation labels in (71, 72), we can also transform the order of entities and relations as equation El For
event-based schema, role-based schema, and hypergraph-based schema, all can be generated by
hetero-ordered merging according to this idea, as shown in Appendix

EUR.AL INFORMATION
ROCESSING SYSTEMS



O Output Merging

3-ary relational facts:
| Einstein, educated at, University of Zurich,
> academic degree, Doctorate]
|

Einstein, educated at, University of Zurich,
academic _major, Physics]

@ Output Merging

n-ary relational facts:

ducated_at
[ Einstein M}University of Zurich ]

L academic_major : Physics

03 Methodology Bron

After hetero-ordered merging, we merge the output 3-ary
relational facts to form higher-arity facts, with hyper-relational
schema based on the same main triple, event-based schema
based on the same main relation (event type), role-based
schema based on the same key-value pairs, and hypergraph
based schema based on the same hyperedge relation. This way,
we can unsupervisedly obtain n-ary relational facts with dynamic
number of arity numbers for NKG construction.
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O Main Results

04 Experimental Results

Model

PLM

hyper-relational schema / Dev

hyper-relational schema [/ Test

Precision

Recall

F

Precision

Recall

Fy

Unsupervised Method

ChatGPT
GPT-4

gpt-3.5-turbo
gpt-4

12.0583
15.7324

11.2764
15.2377

11.6542
15.4811

11.4021
15.8187

10.9134
15.4824

11.1524
15.6487

Supervised Method

Generative Baseline
Pipelinge Baseline
CubeRE
Text2NKG w/o DA
Text2NKG w/o o
Text2NKG w/o HM
Text2NKG (ours)

BERT-base (110M)

63.79 £0.27
69.23 +0.30
66.14 088
76.02 £0.50
88.77 +0.85
61.74 £0.34
91.26 = 0.69

59.94 +0.68
58.21 057
64.39 +1.23
72.28 £0.68
78.39 +0.47
76.97 £0.44
79.36 +0.51

61.80 +037
63.24 £ 044
65.23 +0.82
74.10 £0.55
83.26 +0.70
68.52 £ 0.69
84.89 +0.44

64.60 =047
69.00 +0.48
65.82 £0.84
73.55 031
88.09 +0.69
61.07 073
90.77 +0.60

59.67 £035
57.55 £0.19
64.28 +0.25
70.63 +1.40
76.64 £0.45
76.16 £0.59
77.53 £0.32

62.03 021
62.75 £0.29
65.04 £0.29
72.06 034
81.97 +0.58
67.72 048
83.63 +0.63

Generative Baseline
Pipelinge Baseline
CubeRE
Text2NKG (ours)

BERT-large (340M)

67.08 £0.49
70.58 £0.78
68.75 £0.82
91.90 +0.79

65.73 £0.78
66.58 +0.66
68.88 +1.03
79.43 +0.42

66.40 047
68.52 +032
68.81 046
85.21 +0.69

67.17 040
69.21 £ 055
66.39 +0.96
91.06 +0.81

64.56 +0.58
64.27 +024
67.12 +0.69
77.64 +0.46

65.84 025
66.65 028
66.75 +028
83.81 z0.54

UR.AL INFORMATION
CESSING SYSTEMS

Comparison of Text2NKG with other baselines in the hyper-relational extraction on HyperRED. Results of the
supervised baseline models are mainly taken from the original paper. The best results in each metric are in bold.




O Results on Various NKG Schemas

04 Experimental Results

event-based schema

Model PLM

role-based schema

hypergraph-based schema

Precision

Recall Fy

Precision Recall

F1

Precision Recall

Fq

Unsupervised Method

ChatGPT
GPT-4

10.4678
13.3681

gpt-3.5-turbo
gpt-4

11.1628
14.6701

10.8041
13.9888

11.4387
13.6397

10.4203
12.5355

10.9058
13.0643

11.2998
13.0907

11.7852
13.6701

11.5373
13.3741

Supervised Method

Text2Event 73.94 +0.76
UIE 76.51 +0.28
LasUIE 79.62 +027

Text2NKG BERT-base (110M) 86.20 +0.57

T5-base (220M)

70.56 x058 72.21 £1.25
73.02 066 74.72 £0.18
78.04 +0.75 78.82 +0.26
79.25 +0.33 82.58 +0.20

72.73 +0.79 68.45 +1.34
72.17 +0.29 69.84 +0.11
77.01 020 74.26 +0.25
86.72 +0.80 78.94 +0.59

70.52 062
70.98 +031
75.61 £0.24
82.64 +0.38

73.68 088 70.37 £0.51
72.03 041 68.74 +0.13
76.21 007 73.75 £0.17
83.53 +1.18 86.59 +0.38

71.98 £0.92
70.34 £1.07
74.96 +0.42
85.03 = 0.86

Text2Event 75.58 £ 053
UIE 79.38 +0.28
LasUIE 81.29 +0.83
Text2NKG BERT-large (340M) 88.47 +0.95

T5-large (770M)

72.39 +082 73.97 +1.19
74.69 x061 76.96 095
79.54 +026 80.40 +0.65
80.30 +0.75 84.19 +1.29

73.21 +0.45 70.85 £0.67
7447 +1.42 71.84 +0.77
79.37 092 76.63 £0.44
86.87 +0.87 80.86 +0.29

72.01 +031
73.14 + 038
77.97 +0.76
83.76 +1.17

75.28 £093 72.73 £1.07
74.57 064 71.93 £0.86
77.49 +035 74.96 +0.60
85.06 £0.33 86.72 +0.36

73.98 +0.49
73.22 £0.19
76.20 +0.87
85.89 + 0.69

Comparison of Text2NKG with other baselines in the n-ary RE in event-based, role-based, and hypergraph-based
schemas on HyperRED. The best results in each metric are in bold.




04 Experimental Results

O Ablation Study

Il Precision
B Recall
B F,

oL
=
=
th

=)
[—]
—
=
=
=
b
=]

Number

s
=

Accuracy (%)

Accuracy (%)

—— Precision

—— Recall num_fact
num_predict
—— F, -

(]
[—]
-]
(=]

num_correct

4 6 8 ‘ 4 8 10 1.0 0.1 0.01 0.001  0.0001

6
Epoch Epoch Hyperparameter o

(a) (b) (c)

Ablation results.

(a) Precision, Recall, and F1 changes in the dev set during the training of Text2NKG.

(b) The changes of the number of true facts, the number of predicted facts, and the number of predicted
accurate facts during the training of Text2NKG.

(c) Precision, Recall, and F1 results on different null-label hyperparameter (a) settings.




04 Experimental Results

O Analysis of N-ary Relation Extraction in Different Arity

.
)
)
=
=
4

I'I"I"I'I'T]"_I',II'I"'T

pred_3
ans_3
pred 4
ans_4
pred_3S
ans 5
pred 6
ans_6
pred_7
pred_8
ans 8
pred 9
pred_10

4 6 8 10
Epoch

Figure shows the number of n-
ary relational facts extracted
after output merging and the
number of the answer facts in
different arity during training
of Text2NKG on the dev set.
We find that, as the training
proceeds, the final output of
Text2NKG converges to the
correct answer in terms of the
number of complete n-ary
relational facts in each arity,
achieving implementation of
n-ary RE in indefinite arity
unsupervised, with good
scalability.
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04 Experimental Results

O Case Study

hyper-relational schema J

|He, educated at, Pocklington School,
{start time: 1936, end time: 1943}]

event-based schema

. He was born in [educated at, {educated at_h: He, educated at_t:
Sklrpenbeck, near York Pocklington School, end time: 1943, start time: 1936
Text2NKG e
and attended Pocklington )

School from 1936 to 1943.

role-based schema

[{educated at_h: He, educated at_t: Pocklington School,
start time: 1936, end time: 1943}]

hypergraph-based schema |
|educated at, {He, Pocklington School, 1936, 1943}]

Figure shows a case study of n-ary RE by a trained Text2NKG. For a sentence, “He was born in Skirpenbeck, near

York and attended Pocklin.”, four structured n-ary RE can be obtained by Text2NKG according to the
requirements. Taking the hyper-relational schema for an example, Text2NKG can successfully extract one n-ary
relational fact consisting of a main triple [He, educated at, Pocklington], and two auxiliary key-value pairs {start
time:1936}, {end time:1943}. This intuitively validates the practical performance of Text2NKG on fine-grained n-
ary RE to better contribute to NKG construction.
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