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Motivation

• Interpretability: What are the safety mechanisms within LLMs? 

• Controllability: Can we enable automatic hyperparameter 
selection?

• Transferability: Can we apply prompt-level attacks based on our 
understanding of the safety concepts?



Contribution

(1) We establish a Safety Concept Activation Vector (SCAV) 
framework that effectively guides the attack by accurately 
interpreting LLMs’ safety mechanisms.

(2) We then develop an SCAV-guided attack method, enabling 
automatic hyperparameter selection, and support both embedding-
level and prompt-level attacks.

(3) Based on SCAV framework, we have revealed the safety risks of 
LLMs, whether they are open source or closed source, and even 
models that have undergone unlearning.



Interpretability



Methods – Embedding level attacks



Methods – Prompt level attacks



Experiment results
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Conclusion

In this paper, we propose SCAV, which can attack both at the 
embedding-level and prompt-level. We provide novel insights into 
the safety mechanisms of LLMs and emphasize that the safety 
risks of LLMs are very serious. More effective methods are 
urgently needed to protect LLMs from attacks.


