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Introduction

 Motivation

Challenge: In few-shot 3D point cloud semantic segmentation (FS-3DSeg), existing prototype-based methods face 

issues with low prototype quality due to:

 Semantic information constraints — Limited support point clouds contain only partial and incomplete 

object information, lacking intra-class diversity and inter-class discrimination.

 Class information bias — Intra-class object variations and feature distribution gaps between query 

and support point clouds.

Consequently, vanilla 3D prototypes lack comprehensive class information and are unsuitable for guiding 

query segmentation.

Our goal: We aim to compensate for the lack of semantics in 3D support set to generate comprehensive and 

reliable query-specific prototypes for accurately segmenting the query point cloud.



Introduction

 Contribution

 We propose GPCPR, a novel end-to-end FS-3DSegframework that enhances prototype quality by simultaneously 

integrating LLM-generated content and reliable query context to generate query-specific prototypes. To the best 

of our knowledge, this is the first time leveraging LLM’s capabilities to segment novel classes in FS-3DSeg.

 We design a series of novel modules, including the Generated Content-guided Prototype Refinement (GCPR) 

module and the Pseudo Query Context-guided Prototype Refinement (PCPR) module, to facilitate the prototype 

refinement process. Additionally, we design a dual-distillation regularization term to further mutually enhance the 

refinement. 

 Extensive experiments demonstrate the superiority of our method, notably exceeding state-of-the-art methods by up 

to 12.10% and 13.75% on S3DIS and ScanNet datasets, respectively.



Method

 Framework

Figure 1: GPCPR framework overview.



 LLM-driven Content Generation
① Caption Generation: "Describe a point cloud of a [CLASS] in one sentence."
② Question Answering: "What is a [CLASS] point cloud like?"
③ Paraphrase Generation: "Generate a synonym: A point cloud of a [CLASS]."
④ Make Sentence: "Make a sentence with words: point cloud, [CLASS], obscure. "

 Differentiated Class Descriptions
"Describe the distinguishing visual or geometry differences between the point clouds 
of [CLASS 1] and [CLASS 2] in pairs of sentences."

 Text-To-Prototype Compressors
① Class text-to-prototype compressor:

② Differentiated text-to-prototype compressor: 

Method

 LLM-driven Generated Content-guided Prototype Refinement



Method

 Pseudo Query Context-guided Prototype Refinement

 Pseudo-Query Context Generation
① QGPA: rectify prototypes to query feature channel distribution

② Extract class-specific pseudo query context: 

   predict pseudo logits and mask query features with pseudo masks

 Query-To-Prototype Compressor
 



Method

 Dual-Distillation Regularization

 Prototype Distillation

        Goal: achieving mutually beneficial and bi-directional optimization of  multi-stage prototypes

① Student: early-stage prototypes

② Teacher: deep-stage  prototypes

 Pseudo Prediction Distillation

      Goal: improving the accuracy and quality of pseudo masks
① Student: pseudo logits

② Teacher: final predicted logits

 Objective



Experiments

 Comparison With State-of-the-Art Methods

Table 1: Performance on S3DIS dataset using mean-IoU metric (%).

Table 2: Performance on ScanNet dataset using mean-IoU metric (%).

Achieving Stare-of-the-Art 

Performance with Moderate 

Computational Cost.

Table 3: Offline time cost

Table 4: Online time cost

 Computational Complexity



Experiments

 Qualitative results

Figure 2: Qualitative results.



Experiments

 Ablation Study

Table 5: Ablation study of key components.

Figure 3: Visualization of feature distribution and prototype distribution.



Experiments

 Ablation Study

Figure 4: Ablation study of modules and hyper-parameters.

Table 6: Effects of different LLMs.
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