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Differential Dynamic Logic
Program Logic to reason about Cyber-Physical Systems

Proves infinite time-horizon safety for control envelopes

Open-Loop Neural Network Verification
Analysis of Neural Network in isolation

Usually supports linear constraints with very simple structure
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Given:

A safe differential dynamic logic model of the system with a control envelope αctrl

A neural network controller g

Question:

If we replace the control envelope αctrl by the NN g,
does the resulting system retain the same safety guarantees?
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(Sidrane et al. 2022)

Input Space Mosaics:
DPLL(T) for NN Verification

Retain Completeness:
SMT Reasoning on linear regions

4/6 2024
Samuel Teuber, Stefan Mitsch, André Platzer:
Provably Safe Neural Network Controllers via dL

Institute of Information Security
and Dependability (KASTEL)

Provably Safe Neural Network Controllers



VerSAILLE

Mosaic

Open-Loop
NN Specification dL model Safe

NNCS
Safeoff-the-shelf

NN Verifier

Correct by Construction

via ModelPlex & Invariance Reasoning

Form
alS

em
antics

via
m

irrorofN
N

R
efinem

ent

P
roof

Verification provides guarantees for

Approximation
(Sidrane et al. 2022)

Input Space Mosaics:
DPLL(T) for NN Verification

Retain Completeness:
SMT Reasoning on linear regions

4/6 2024
Samuel Teuber, Stefan Mitsch, André Platzer:
Provably Safe Neural Network Controllers via dL

Institute of Information Security
and Dependability (KASTEL)

Provably Safe Neural Network Controllers



VerSAILLE

Mosaic

Open-Loop
NN Specification dL model Safe

NNCS

Safeoff-the-shelf
NN Verifier

Correct by Construction

via ModelPlex & Invariance Reasoning
Form

alS
em

antics

via
m

irrorofN
N

R
efinem

ent

P
roof

Verification provides guarantees for

Approximation
(Sidrane et al. 2022)

Input Space Mosaics:
DPLL(T) for NN Verification

Retain Completeness:
SMT Reasoning on linear regions

4/6 2024
Samuel Teuber, Stefan Mitsch, André Platzer:
Provably Safe Neural Network Controllers via dL

Institute of Information Security
and Dependability (KASTEL)

Provably Safe Neural Network Controllers



VerSAILLE

Mosaic

Open-Loop
NN Specification dL model Safe

NNCS
Safe

off-the-shelf
NN Verifier

Correct by Construction

via ModelPlex & Invariance Reasoning
Form

alS
em

antics

via
m

irrorofN
N

R
efinem

ent

P
roof

Verification provides guarantees for

Approximation
(Sidrane et al. 2022)

Input Space Mosaics:
DPLL(T) for NN Verification

Retain Completeness:
SMT Reasoning on linear regions

4/6 2024
Samuel Teuber, Stefan Mitsch, André Platzer:
Provably Safe Neural Network Controllers via dL

Institute of Information Security
and Dependability (KASTEL)

Provably Safe Neural Network Controllers



VerSAILLE

Mosaic

Open-Loop
NN Specification dL model Safe

NNCS
Safeoff-the-shelf

NN Verifier

Correct by Construction

via ModelPlex & Invariance Reasoning
Form

alS
em

antics

via
m

irrorofN
N

R
efinem

ent

P
roof

Verification provides guarantees for

Approximation
(Sidrane et al. 2022)

Input Space Mosaics:
DPLL(T) for NN Verification

Retain Completeness:
SMT Reasoning on linear regions

4/6 2024
Samuel Teuber, Stefan Mitsch, André Platzer:
Provably Safe Neural Network Controllers via dL

Institute of Information Security
and Dependability (KASTEL)

Provably Safe Neural Network Controllers



VerSAILLE

Mosaic

Open-Loop
NN Specification dL model Safe

NNCS
Safeoff-the-shelf

NN Verifier

Correct by Construction

via ModelPlex & Invariance Reasoning
Form

alS
em

antics

via
m

irrorofN
N

R
efinem

ent

P
roof

Verification provides guarantees for

Approximation
(Sidrane et al. 2022)

Input Space Mosaics:
DPLL(T) for NN Verification

Retain Completeness:
SMT Reasoning on linear regions

4/6 2024
Samuel Teuber, Stefan Mitsch, André Platzer:
Provably Safe Neural Network Controllers via dL

Institute of Information Security
and Dependability (KASTEL)

Provably Safe Neural Network Controllers



VerSAILLE

Mosaic

Open-Loop
NN Specification dL model Safe

NNCS
Safeoff-the-shelf

NN Verifier

Correct by Construction

via ModelPlex & Invariance Reasoning
Form

alS
em

antics

via
m

irrorofN
N

R
efinem

ent

P
roof

Verification provides guarantees for

Approximation
(Sidrane et al. 2022)

Input Space Mosaics:
DPLL(T) for NN Verification

Retain Completeness:
SMT Reasoning on linear regions

4/6 2024
Samuel Teuber, Stefan Mitsch, André Platzer:
Provably Safe Neural Network Controllers via dL

Institute of Information Security
and Dependability (KASTEL)

Provably Safe Neural Network Controllers



VerSAILLE

Mosaic

Open-Loop
NN Specification dL model Safe

NNCS
Safeoff-the-shelf

NN Verifier

Correct by Construction

via ModelPlex & Invariance Reasoning
Form

alS
em

antics

via
m

irrorofN
N

R
efinem

ent

P
roof

Verification provides guarantees for

Approximation
(Sidrane et al. 2022)

Input Space Mosaics:
DPLL(T) for NN Verification

Retain Completeness:
SMT Reasoning on linear regions

4/6 2024
Samuel Teuber, Stefan Mitsch, André Platzer:
Provably Safe Neural Network Controllers via dL

Institute of Information Security
and Dependability (KASTEL)

Provably Safe Neural Network Controllers



Networks and dL formalization from
prior literature
(Julian and Kochenderfer 2019; Jean-
nin et al. 2017)

Result
6 out of 8 NNs unsafe

Other NNs safe for intruder in
level flight
(but found crashes for non-level
flight intruder)
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Analysis of Vertical Airborne Collision Avoidance
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