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Background & Motivation Idea

Method: Optimal Transport for Classification

Image & Text ClassificaNon

Experiments

❖ Foundation models often suffer from the biases 
introduced during pretraining. 

❖ Label distributions are inevitably mismatched in the 
downstream tasks, degrading model performance.

❖ Can we adapt model predictions to specified label 
distributions instantly? 

❖ We introduce OTTER, an Optimal Transport-based 
method to adjust model predictions according to 
specified label distributions.
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Theoretical Results

✓OTTER ensures consistency with zero-shot predictions. 
✓Under label shift, OTTER with true label distribution works as a Bayes-optimal classifier. 
✓Its additional error beyond Bayes error decomposes into the errors in the specified 

label distribution and calibration.
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SyntheNc ExperimentsRedistribute model predictions to match specified label distribution, while still 
considering prediction scores of each point.

❖ OTTER achieves the Bayes error rate in noise-free 
scenarios. 

❖ Additional error arises from the noise in label 
distribution specification and calibration.

❖ Achieves significant performance improvements.

Paper Link

Challenge: Which data points should we 
change the prediction labels for?

Solve Optimal Assignment Problem with costs as negative prediction scores.

❖ Mitigates selection bias and enhances accuracy.
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Ground truth: uniform
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