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Background

Machine Learning for PDE

Neural Operators [Kovachiki & Li et al. ‘21]

• Accelerate the solution process

• Enhance the precision of solutions using observation

• Enable solutions across a wide range of conditions and parameters

Integral Operator : non-linear activation

Model the integral kernel (Green's function) 𝐺𝜃 with a neural network and stack multiple layers

discretization-invariant



Fourier Neural Operator (FNO) [Zongyi et al ’20] 

Analyze expressivity & trainability from a mean-field perspective
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The deep FNO has poor performance.

e.g. instability of initial training
[Lu et al. ’20, Tran et al. ’23]



Infinite-width FNO at initialization
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for 𝐾 ≤ 𝑘 ≤ 𝑁 − 1 − 𝐾

Analyze the dynamics

Infinite width

signals

central limit theorem



Main Results

Ordered-Chaos phase transition for the weight initialization parameter 𝜎2

The constant 𝐶 is determined by the activation function.

The transition point 𝜎∗
2 is obtained by 𝜎∗

2 = 1/𝐶. 
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