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Accurately estimating response confidence (or uncertainty) is crucial to trustworthy LLMs.

Motivation



● Bayesian neural networks provide a natural way to estimate uncertainty and calibrate model, 
especially in a data-limited scenario. 

● Accurately estimating response confidence (or uncertainty) is crucial to trustworthy LLMs.

● However, introducing additional trainable parameters θ is impractical for large models.

predictive uncertainty posterior distribution

Motivation

● Parameter-Efficient Fine-Tuning (PEFT) can significantly relieve the burden.

variational distribution true posterior distribution

approximate

Variational Bayesian Networks approximate the true posterior using a variational distribution.



● Low-Rank Adaptation (LoRA)[1]

LoRA decomposes each update matrix ∆W ∈
Rm×n into the product of two low-rank matrices 
B and A, where B ∈ Rm×r and A ∈ Rr×n. (r ≪
min{m, n} )

[1] Hu, Edward J., et al. "LoRA: Low-Rank Adaptation of Large Language Models." International Conference on Learning Representations.

Combining Bayesian Neural Networks and PEFT



● Bayes By Backprop (BBB)

Bayes By Backprop (BBB)[2] parameterizes the variational distribution q(W|θ) as a diagonal 
Gaussian N(μ, σ2), and minimizes the following variational free energy:

[2] Blundell, Charles, et al. "Weight uncertainty in neural network." International conference on machine learning. PMLR, 2015.

data likelihood equivalent to minimize
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Bayesian Low-Rank Adaptation by Backpropagation (BLoB)
● Asymmetric LoRA Bayesianization

only Bayesianize A
● reduce sampling noise & improve convergence speed
● reduce additional memory cost by 50%
● is equivalent to finding a posterior estimate for the full-weight matrix with a low-rank structure

asymmetrically initialized



We assume the prior distribution to be a low-rank Gaussian, with its covariance matrix 
parameterized by a rank-r′ matrix R ∈ R(mn)×r′

Then we can optimize the KL divergence in the low-rank space, with the Gaussian prior distribution

Bayesian Low-Rank Adaptation by Backpropagation (BLoB)
● Asymmetric LoRA Bayesianization: From Posterior to Prior



Inference

Training

Bayesian Low-Rank Adaptation by Backpropagation (BLoB)
● BLoB: Final Algorithm
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