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Limitation & Future work

• Limitation: over-reliance on a priori knowledge of 
label construction

• Future direction: adaptive methods for designing 
the signal subspace to effectively handle both 
homophily and heterophily

• Extension to an online active learning setting that 
iteratively incorporates node response information to 
further enhance query efficiency
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Summary

• We propose an active learning on graphs framework 
for node-level prediction

• Introduce informativeness and representativeness
criteria for node querying

• robust to both node feature and labeling noise
• theoretical guarantee on prediction performance 

under mild assumption

Background

Graph signal space: node feature + network information

Active Learning: prioritize informative nodes for labeling

• Information gain of labeling |S|: the maximum 
recoverable dimension of the subspace by labeling |S|

• Select nodes to maximize information gain using 
graph signal recovery theory

Informativeness

Ultimate bias-variance tradeoff:
Informativeness vs robustness

Representativeness

• Representative sampling to control generalization
error due to labeling noise

• Tool: graph sparsification


