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Concept Bottleneck Model (CBM)

Illustration of CBM, fig from [1]

Concept Bottleneck Models (CBMs) [1] provide final interpretable 

predictions based on human-understandable concepts c

[1] Koh et al, Concept bottleneck models, ICML 2020



Existing CBMs in prior work suffer from two major issues:

Critical Challenges in current CBMs

● Challenge #1: Inaccurate concept prediction

The concept prediction encodes unintended information for downstream tasks, even 

if the concepts are irrelevant to the task (e.g. random concepts can still get high acc.)

Explanations of why this bird is a painted bunting:

● Challenge #2: Information Leakage

Inaccurate or wrong explanations which do not match the input images



Our contribution #1: a new pipeline VLG-CBM

VLG-CBM address Challenge #1 by automatically grounding concepts



Our contribution #2.1: New theory 

To explain Challenge #2 information leakage, we prove that

“a random CBL could approximate any linear classifier (w) when the 

number of concepts (k) is greater or equal to the embedding dimension (d)”

approx. error

embedding dim of backbone# of concepts

weight vector of linear classifier



Our contribution #2.2: New evaluation metric  

Inspired by our theory, we proposed to use the Number of Effective 

Concepts (NEC) to control information leakage in Challenge #2. 

# of classes
final weight matrix 

of the predictor

# of concepts



Results

Accuracy on 5 datasets under (1) NEC=5 (2) average accuracy. Our 

VLG-CBM outperforms all baselines [2-4] under both metrics. 

(LM4CV [3] / LaBo [4] only supports CLIP-Backbone, thus some entries are marked as N/A)

[2] LF-CBM: Oikarinen etal, Label-free concept bottleneck models, ICLR 2023. 

[3] LM4CV:  Yan etal, Learning concise and descriptive attributes for visual recognition, ICCV 2023.

[4] LaBo: Yang etal, Language model guided concept bottlenecks for interpretable image classification, CVPR 2023



Results: CLIP backbone

VLG-CBM outperforms all baselines by a large margin under both metrics:   

(i) Acc@NEC = 5 & (ii) Average Acc



Results: Decision Explanation

Our method provide accurate explanations while prior work (LF-CBM, 

LM4CV) provide inaccurate/wrong/less useful explanations



Conclusion

In this paper, we have 2 main contributions:

1. We proposed VLG-CBM, a novel framework to address inaccurate 

concept prediction (challenge #1) of previous CBMs. 

2. We provided the first theoretical analysis for information leakage 

(challenge #2) and proposed a new metric NEC to control it, allowing 

fair comparison between CBMs. 
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