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Motivation Methodology Experiments

Contribution

v It is the first work to propose a novel generalizable 
human Gaussian Splatting network for high-fidelity 
human reconstruction from a single image.

v We integrate a universal Transformer framework by
leveraging human geometry priors and appearance
priors from the 2D generative diffusion model.

v We enhance the fidelity of reconstructed human
models by introducing semantic cues, hierarchical
supervision, and tailored loss functions.

v Extensive experiments demonstrate that our method
achieves SOTA performance.

v Quantitative Comparison 

v Qualitative Comparison 

Overview of HumanSplat
Quantitative comparison against SOTA methods.

Qualitative comparison against SOTA methods.

Novel-view Synthesizer

Latent Reconstruction Transformer

The Drawbacks of Related Works:

vLack human priors as inductive biases.

vThe requirements for dense input images.

vTime-consuming per-instance optimization.
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Semantics-guided Objectives


