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Movements-aligned 3D latent dynamics
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State-of-the-art models are generative and contrastive 

self-supervised learning (SSL)

CEBRA: Consistent EmBeddings of high-dimensional 

Recordings using Auxiliary variables

pi-VAE: Poisson identifiable variational auto-encoder



pi-VAE and CEBRA treat movements as distinct classes
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But movements are continuous and highly imbalanced



Loss functions of CEBRA and NER

Intuitively, for an anchor Vi, 
any other embedding Vj in the 
batch is positively contrasted 
with it, enforcing the 
similarity between Vi and Vj
to be greater than that 
between Vi and any other 
embedding Vk in the batch if 

the label distance between yi

and yk is larger than that of yi
and yj. 





NER explains the largest variance in hand 

velocities and positions in M1, PMd and S1



Long-term and cross-hemisphere decoding in M1



Latent dynamics in PMd & decoding between M1 & PMd



Code, data, and figures are available

https://github.com/NeuroscienceAI/NER
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