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Figure 3: Ablation methods consume less time for inference while providing better forecasting
performance. The figure above shows the inference time and prediction accuracy of Time-LLM,
OneFitsAll, and CALF on ETTm2, Traffic, and Electricity datasets, averaged across prediction
lengths. For more datasets and MSE metrics refer to Figure 7 and Figure 8 in the Appendix.

Method Time-LLM (LLaMA) OneFitsAll (GPT-2) CALF (GPT-2)
# Param (M) Time (min) # Param (M) Time (min) # Param (M) Time (min)

ET
Th

1 w/ LLM 6652 181 85 7.36 180 3.28
w/o LLM 0.198 0.99 3 0.27 8 0.35

LLM2Attn 0.202 1.41 5 0.70 10 0.37
LLM2Trsf 0.336 0.84 8 0.64 13 0.40

W
ea

th
er w/ LLM 6642 3003 86 152 180 12

w/o LLM 0.198 1.91 4 16 8 2.32
LLM2Attn 0.202 2.22 7 21 10 2.14
LLM2Trsf 0.336 2.38 10 24 13 1.89

Table 4: In time series tasks, LLM (LLaMA and GPT-2) significantly increases training time. The
table shows the number of model parameters (in millions) and total training time (in minutes) for
three methods predicting over a length of 96 on ETTh1 and Weather data. Compared with original
method “w/ LLM” are “w/o LLM”, “LLM2Attn” and “LLM2Trsf”.

2.3, and 1.2 times longer than the modified models. Examples can be seen in Figure 3, where the
green marks (ablation methods) are typically below the red one (LLM) and are positioned towards
the left of the axis, indicating a lower computational costs and better forecasting performance. Other
datasets and MSE metric refer to Figure 7 and Figure 8 in Appendix. In conclusion, the computational
intensity of LLMs in time series forecasting tasks does not result in a corresponding performance
improvement.

4.3 Does language model pretraining help performance on forecasting tasks? (RQ3)

Our evaluation in this section indicates that pretraining with language datasets is unnecessary
for time series forecasting. To test whether the knowledge learned during pretraining meaningfully
improves forecasting performance we experimented with different combinations of pretraining and
finetuning CALF’s [21] language model on time series.
• Pretrain + Finetune (Pre+FT). This is the original method, wherein a pretrained language model

is finetuned on time series data. In the case of CALF, the base language model is frozen and low
rank adapters (LoRA) are learned.

• Random Initialization + Finetune (woPre+FT). Does the textual knowledge from pretraining aid
time series forecasting? In this method we randomly initialize the weights of the language model
(thereby erasing any effect of pretraining) and train the LLM from scratch.

• Pretrain + No Finetuning (Pre+woFT). How much does finetuning on time series improve
prediction performance? For this baseline we again leave the language model frozen and forgo

7

Method Time-LLM (LLaMA) OneFitsAll (GPT-2) CALF (GPT-2)
# Param (M)Time (min)# Param (M)Time (min)# Param (M)Time (min)

w/ LLM 6642 3003 86 152 180 12
w/o LLM 0.198 1.91 4 16 8 2.32

LLM2Attn 0.202 2.22 7 21 10 2.14
LLM2Trsf 0.336 2.38 10 24 13 1.89

Table 25: In time series tasks, LLM (LLaMA and GPT-2) significantly increases training time. The
table shows the number of model parameters (in millions) and total training time (in minutes) for
three methods predicting over a length of 96 on ETTh1 and Weather data. Compared with original
method “w/ LLM” are “w/o LLM”, “LLM2Attn” and “LLM2Trsf”.
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❄ Freezing

Are Language Models Actually Useful for 

Time Series Forecasting? 

Mingtian Tan, Mike A. Merrill, Vinayak Gupta, Tim Althoff, Thomas Hartvigsen
Unfortunately, Not Yet! 

RQ1:Removing LLM`s Backbone from Forecaster?

1. Forecast Performance Not Degraded, Even Improved

Figure 7: Ablation methods consume less time for inference while providing better forecasting
performance in most cases. The figure above shows the inference time and prediction accuracy of
Time-LLM, OneFitsAll, and CALF on ETTh1, ETTh2, ETTm1, Illness, and Weather, Traffic datasets,
averaged across prediction lengths. Results of other datasets refer to Figure 3.

Time-LLM w/o LLM LLM2Attn LLM2Trsf
# Wins 0 12 2 12

Parameters 6651.82M 0.55M 0.55M 0.66M

CALF w/o LLM LLM2Attn LLM2Trsf
# Wins 4 7 4 11

Parameters 180.25M 8.17M 10.5M 13.68M

OneFitsAll w/o LLM LLM2Attn LLM2Trsf
# Wins 7 11 3 5

Parameters 91.36M 9.38M 10.71M 13.54M

Forecasting performance of all models – Time-LLM, CALF, and OneFitsAll and results from our
ablations. All results are averaged across different prediction lengths. # Wins refers to the number of
times the method performed best, and Parameters is the number of model parameters.
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We evaluated on eight 
commonly used time series 
forecasting datasets, such as 
ETTh, Weather, and five 
other datasets, including 
NN5 and FRED-MD. 

2. No Gains but Significantly Increased Inference Cost

3. Substantial Training Costs Increase (A100 GPU, Weather)

Methods Pre+FT (GPT-2) woPre+FT Pre+woFT woPre+woFT
MAE MSE MAE MSE MAE MSE MAE MSE

ETTh1 0.4312 0.4313 0.4284 0.4362 0.4267 0.4342 0.4365 0.4474
ETTh2 0.3838 0.3510 0.3839 0.3508 0.3830 0.3514 0.3872 0.3554
ETTm1 0.3910 0.3963 0.3933 0.4013 0.3898 0.3954 0.3949 0.4028
ETTm2 0.3230 0.2831 0.3221 0.2852 0.3221 0.2827 0.3224 0.2829
Illness 0.8691 1.6996 0.8523 1.6146 0.8742 1.6640 0.8663 1.6381

Weather 0.2737 0.2510 0.2760 0.2520 0.2771 0.2535 0.2776 0.2582
Traffic 0.2844 0.4438 0.2771 0.4409 0.2820 0.4446 0.2863 0.4483

Electricity 0.2660 0.1758 0.2597 0.1669 0.2635 0.1730 0.2663 0.1784

# Wins: 3 8 5 0

Table 5: Randomly initializing LLM parameters and training from scratch (woPre) achieved better
results than using a pretrained (Pre) model. “woFT” and “FT” refer to whether the LLM parameters
are frozen or trainable.

Dataset ETTh1 Illness
Input Ablation Sf-all. Sf-half. Ex-half Masking Sf-all. Sf-half. Ex-half Masking

Time-LLM 51.8% 5.6% 79.6% 32.5% 99.0% 33.6% 34.9% 64.6%
w/o LLM 56.0% 4.5% 89.7% 39.5% 76.5% 20.9% 18.4% 53.0%

LLM2Attn 53.8% 3.3% 92.2% 33.8% 72.7% 20.4% 13.1% 44.6%
LLM2Trsf 50.3% 3.4% 89.2% 34.8% 74.5% 23.0% 14.3% 49.3%

OneFitsAll 62.1% 6.1% 16.6% 31.3% 86.2% 30.9% 36.7% 77.5%
w/o LLM 58.6% 6.1% 19.2% 36.1% 68.9% 13.0% 17.3% 43.5%

LLM2Attn 68.5% 9.0% 15.0% 34.4% 108.3% 39.8% 44.2% 74.2%
LLM2Trsf 58.0% 7.8% 12.6% 30.2% 90.8% 27.4% 40.3% 60.6%

CALF 50.5% 9.6% 5.6% 8.5% 113.0% 47.4% 24.4% 22.9%
w/o LLM 56.2% 12.1% 6.1% 10.4% 118.0% 50.4% 45.8% 28.9%

LLM2Attn 51.9% 10.8% 5.8% 7.3% 87.3% 42.4% 35.1% 25.8%
LLM2Trsf 50.3% 8.5% 5.5% 7.0% 102.6% 56.2% 32.6% 26.0%

Table 6: For the input shuffling/masking experiments on ETTh1 (predict length is 96) and Illness
(predict length is 24), the impact of shuffling the input on the degradation of time series forecasting
performance does not change significantly before and after model modifications. Results of other
predict lengths refer to table 21 in Appendix.

learning LoRAs. Results from this model are therefore indicative of the base language model’s
performance without additional guidance on processing time series.

• Random Initialization + No Finetuning (woPre+woFT). This baseline is effectively a random
projection from the input time series to a forecasting prediction and serves as a baseline comparison
with the other methods.

Overall, as shown in Table 5, across 8 datasets using MAE and MSE metrics, the "Pretraining +
Finetune" method performed the best 3 times, while "Random Initialization + Finetune" achieved this
8 times. This indicates that language knowledge offers very limited help for forecasting. However,
"Pretrain + No Finetuning" and the baseline "Random Initialization + No Finetuning" performed
the best 5 times and 0 times, respectively, suggesting that Language knowledge does not contribute
meaningfully during the finetuning process. Detailed results refer to Table 20 in Appendix.

In summary, textual knowledge from pretraining provides very limited aids for time series forecasting.

4.4 Do LLMs represent sequential dependencies in time series? (RQ4)

Most time series forecasting methods that use LLMs finetune the positional encoding to help under-
stand the position of time steps in the sequence [4, 50, 22, 5, 32]. We would expect a time series
model with good positional representations to show a significant drop in predictive performance when
the input is shuffled [46]. We applied three types of shuffling to the time series: shuffling the entire
sequence randomly ("sf-all"), shuffling only the first half of the sequence ("sf-half"), and swapping
the first and second halves of the sequence ("ex-half"). As shown in Table 6, LLM-based methods
were no more vulnerable to input shuffling than their ablations. This implies that LLMs do not
have unique capabilities for representing sequential dependencies in time series.
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RQ2:Training a LLM from Scratch?

woPre+FT: GPT-2 and training it from scratch yielded 
better performance than pre-trained model.

Pre+woFT: The frozen pre-trained GPT-2, when used 
as a projector, can be fitted by other MLP layers.

woPre+woFT: The frozen GPT-2, serving as a random 
projector, was fitted by MLPs, showing a certain level 
of capability.

RQ3: LLMs have TS sequential dependencies? 

Methods Pre+FT (GPT-2) woPre+FT Pre+woFT woPre+woFT
MAE MSE MAE MSE MAE MSE MAE MSE

ETTh1 0.4312 0.4313 0.4284 0.4362 0.4267 0.4342 0.4365 0.4474
ETTh2 0.3838 0.3510 0.3839 0.3508 0.3830 0.3514 0.3872 0.3554
ETTm1 0.3910 0.3963 0.3933 0.4013 0.3898 0.3954 0.3949 0.4028
ETTm2 0.3230 0.2831 0.3221 0.2852 0.3221 0.2827 0.3224 0.2829
Illness 0.8691 1.6996 0.8523 1.6146 0.8742 1.6640 0.8663 1.6381

Weather 0.2737 0.2510 0.2760 0.2520 0.2771 0.2535 0.2776 0.2582
Traffic 0.2844 0.4438 0.2771 0.4409 0.2820 0.4446 0.2863 0.4483

Electricity 0.2660 0.1758 0.2597 0.1669 0.2635 0.1730 0.2663 0.1784

# Wins: 3 8 5 0

Table 5: Randomly initializing LLM parameters and training from scratch (woPre) achieved better
results than using a pretrained (Pre) model. “woFT” and “FT” refer to whether the LLM parameters
are frozen or trainable.

Dataset ETTh1 Illness
Input Ablation Sf-all. Sf-half. Ex-half Masking Sf-all. Sf-half. Ex-half Masking

Time-LLM 51.8% 5.6% 79.6% 32.5% 99.0% 33.6% 34.9% 64.6%
w/o LLM 56.0% 4.5% 89.7% 39.5% 76.5% 20.9% 18.4% 53.0%

LLM2Attn 53.8% 3.3% 92.2% 33.8% 72.7% 20.4% 13.1% 44.6%
LLM2Trsf 50.3% 3.4% 89.2% 34.8% 74.5% 23.0% 14.3% 49.3%

OneFitsAll 62.1% 6.1% 16.6% 31.3% 86.2% 30.9% 36.7% 77.5%
w/o LLM 58.6% 6.1% 19.2% 36.1% 68.9% 13.0% 17.3% 43.5%

LLM2Attn 68.5% 9.0% 15.0% 34.4% 108.3% 39.8% 44.2% 74.2%
LLM2Trsf 58.0% 7.8% 12.6% 30.2% 90.8% 27.4% 40.3% 60.6%

CALF 50.5% 9.6% 5.6% 8.5% 113.0% 47.4% 24.4% 22.9%
w/o LLM 56.2% 12.1% 6.1% 10.4% 118.0% 50.4% 45.8% 28.9%

LLM2Attn 51.9% 10.8% 5.8% 7.3% 87.3% 42.4% 35.1% 25.8%
LLM2Trsf 50.3% 8.5% 5.5% 7.0% 102.6% 56.2% 32.6% 26.0%

Table 6: For the input shuffling/masking experiments on ETTh1 (predict length is 96) and Illness
(predict length is 24), the impact of shuffling the input on the degradation of time series forecasting
performance does not change significantly before and after model modifications. Results of other
predict lengths refer to table 21 in Appendix.

learning LoRAs. Results from this model are therefore indicative of the base language model’s
performance without additional guidance on processing time series.

• Random Initialization + No Finetuning (woPre+woFT). This baseline is effectively a random
projection from the input time series to a forecasting prediction and serves as a baseline comparison
with the other methods.

Overall, as shown in Table 5, across 8 datasets using MAE and MSE metrics, the "Pretraining +
Finetune" method performed the best 3 times, while "Random Initialization + Finetune" achieved this
8 times. This indicates that language knowledge offers very limited help for forecasting. However,
"Pretrain + No Finetuning" and the baseline "Random Initialization + No Finetuning" performed
the best 5 times and 0 times, respectively, suggesting that Language knowledge does not contribute
meaningfully during the finetuning process. Detailed results refer to Table 20 in Appendix.

In summary, textual knowledge from pretraining provides very limited aids for time series forecasting.

4.4 Do LLMs represent sequential dependencies in time series? (RQ4)

Most time series forecasting methods that use LLMs finetune the positional encoding to help under-
stand the position of time steps in the sequence [4, 50, 22, 5, 32]. We would expect a time series
model with good positional representations to show a significant drop in predictive performance when
the input is shuffled [46]. We applied three types of shuffling to the time series: shuffling the entire
sequence randomly ("sf-all"), shuffling only the first half of the sequence ("sf-half"), and swapping
the first and second halves of the sequence ("ex-half"). As shown in Table 6, LLM-based methods
were no more vulnerable to input shuffling than their ablations. This implies that LLMs do not
have unique capabilities for representing sequential dependencies in time series.
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RQ4:LLMs help with few-shot learning? 

Model LLaMA  w/o LLM LLM2Attn LLM2Trsf
#Wins 8 7 0 1

Model GPT-2  w/o LLM LLM2Attn LLM2Trsf
#Wins 2 10 0 2

To evaluate whether this is the case we trained 
models and their ablations on 10% of each dataset. 
The results indicate that our ablations can perform 
better than LLMs in few-shot scenarios.
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RQ5:Simple models perform similarly with LLM

Simple Model : PAttn

🚩  Encoder plays a significant 
role in time series analysis. By 
using Patch+Attention for 
encoding and connecting it to 
a Linear layer, performance 
comparable to most LLM-
based time series forecasters 

(Note that the CALF encoder 
performs better on larger time 
series datasets.)

Paper

Sf-All : Shuffle the whole time series.
Sf-Half : Shuffle the first half of the series.

Ex-Half 50% 50%

time series

LLM-based 
methods 
show similar 
resilience to 
shuffling as 
their simpler 
counterparts.

Our goal is not to imply that language models 
will never be useful for time series.

LLMs hold significant 
potential in reasoning 
about time series with 
context, although their 
current performance 
still struggles in zero-
shot scenarios. (Merrill 
et al., 2024)


