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2. Similarity to Human Language’s Evolution1. Motivation – what if self-improve too much?

5. LLM Verification – Implicit ℎ 6. Take-away Message4. LLM Verification – Explicit ℎ

3. Bayesian Iterated Learning

• Self-interaction among LLM agents gains popularity, but RISK?

• Inter/intra LLM-agent communication
• In-Context Self-refinement [3], Self-reflection [5], etc
• Self-reward [2], Self-instruction [4], Multi-gen RL [1], etc

• Although proposed by different reasons, they are similar in:

 Transmission: LLM generate message based on given prompts

 Imitation: Another agent learn from the message generated by previous agent

 Repeat the process for several rounds

• But, keeps self-boosting introduce RISKs

Although reported in many related works sporadicly,
no unified framework to analyze the asymptotic behavior.

 Interaction: LLM interact with other or environment to refine the knowledge

Key assumption to LLM: ICL is implicit Bayesian Inference [2]

[1] Qiu, Linlu, et al. "Phenomenal Yet Puzzling: Testing Inductive Reasoning Capabilities of Language Models with Hypothesis Refinement." ICLR-2024

 Imitation phase: 

Start from P0 ℎ , learn 𝐝𝐭−𝟏, becomes P ℎ |𝐝𝐭−𝟏

 Transmission phase: 

𝐝𝐭 ∼ P 𝑑 ℎ∗); ℎ∗ = argmaxℎ∈𝓗𝐞𝐟𝐟
P ℎ |𝐝𝐭−𝟏

 Interaction phase: 

Conduct task, posterior then ∝ 𝕝 ℎ ∈ 𝓗𝐞𝐟𝐟 P ℎ | 𝐝𝐭−𝟏

 Theoretical guarantee: 

P ℎ |𝐝𝑻 → 𝕝 ℎ = ℎ𝑇∗ ; ℎ𝑇∗ = argmaxℎ∈𝓗𝐞𝐟𝐟
P0(h)

Input (prompt): 𝑥 ∈ 𝒳

Response: 𝑦 ∈ 𝒴 Hypothesis: 𝒉 ∈ 𝓗:𝓧 → 𝓨

Data pair: 𝑑 = (𝑥, 𝑦) Prior: P0 ℎ

Posterior: Plm ℎ|𝒅

• Bayesian-iterated learning framework:

• Proof sketch in Appendix A and [1]:
Recall the proof of standard EM (Expectation-Maximization) algorithm,
replace (𝜃, 𝑧) to (ℎ, 𝒅), marginalize the input variable 𝑥. Done!
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• To verify the subtle trends 
predicted by the theory, 
start from Abstract Causal 
REasoning ACRE, used in [1]
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• Consider 5 objects, then 35 = 243 possible 𝒉

Verify convergence: 𝑃 𝒉 𝒅𝒕 → 𝕝 ℎ = ℎ𝑇∗ Verify solution: ℎ𝑇∗ = argmaxℎ∈𝓗𝐞𝐟𝐟
P0 h

[1] CogSci: human prefer compositionality  compositional language is achieved after IL

[2] EmCom: simple NN prefer compositionality  compositional mapping is achieved after IL

[3] Representation Learning: complex NN prefer systematicness  systematical generalization

1. Bias in 𝑷𝟎(𝒉) is guaranteed to be amplified if self-boosting too much
2. Bias can be beneficial or harmful, 𝒉 can be explicit or implicit
3. Figure out the bias, understand it, and then design corresponding 𝓗𝐞𝐟𝐟
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• Applying Bayesian-IL to LLM’s evolution:

• Iterated learning and P0 ℎ in other fields:

[4] VLM: language prefer compositionality  vision modual also becomes compositional after IL

• Consider a more practical self-data augmentation problem, where 𝒉 is implicit, e.g.,

𝒉 = Long response, Short response ; 𝒉 = {Use easy words, Use hard words}

• A simple “creative writting”-style game, brainstorming the given acronym

• LLM naturally bias towards common & short words. Manipulate it using different 𝓗𝐞𝐟𝐟
• In-weights updates (e.g., DPO) amplify the bias in P0 ℎ more 

[5] Analysis of the “squeezing effect” caused by negative gradient part in DPO


