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In the olden days (classic ML) …
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evaluate

Small-scale and controllable!
We know what’s in here.

Usually held-out! 
Totally unseen samples.
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What is generalization?

Then, training sets started getting bigger…

Annotating them started getting costlier…

Solution: “Zero-shot Learning/Generalization”
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The term “zero-shot” has diffused over time – Opaque and massive training datasets!

Dtrain DtrainDtrain

pre-2000s 2010s 2020s and beyond!

We have no idea 
what’s in here 

anymore!



Our Goal

Take a sober look at the “zero-shot” 
generalization of multimodal models.
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A simple methodology to evaluate “zero-shot” generalization

Understand what’s here

Dtrain
and Dtest

Verify with what’s here



Our key research question

Model Performance Concept Frequency

How is the performance of multimodal models on downstream concepts 
influenced by the frequency of these concepts in their pretraining datasets?



Our key research question

Pretraining Datasets:
CC-3M
CC-12M
YFCC-15M
LAION-400M
LAION-Aesthetics

Downstream Datasets:
17 “zero-shot” classification
2 image-text retrieval
8 text-to-image generation

Tested Models:
10 CLIP models
24 text-to-image gen models

Model Performance Concept Frequency



Characterising concept frequency

We first collate 4,029 concepts from 27 downstream tasks.



Characterising concept frequency

We then estimate concept frequencies in text captions of the pretraining datasets.



Characterising concept frequency

Next, we estimate concept frequencies in images of the pretraining datasets.



Characterising concept frequency

Finally, we estimate concept frequencies where both images and text captions capture the concept.
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Key Findings

●  Log-linear scaling between concept frequency and 
zero-shot performance.

● To linearly improve performance, we have to scale up data 
exponentially!

● Extremely sample-inefficient (data-hungry) learning.
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How robust is this result? Are there confounders?

We control for two important confounders:

- Similarity of pretraining samples to downstream samples

- Synthetic and balanced pretraining data distribution



How robust is this result? Are there confounders?



Additional data-centric nuggets: Insights for better data curation

● Pretraining datasets exhibit long-tailed concept 
distribution.

● Quantifying misalignment between concepts in image-text 
pairs.

● Concept frequencies across pretraining datasets are 
correlated
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Pretraining datasets exhibit long-tailed concept distribution

Even for explicitly balanced datasets (MetaCLIP, SynthCLIP). Why?

- Concepts are repeated. e.g., sneaker, running_shoes
- Concept co-occur. e.g., woodpeckers and trees 



Quantifying misalignment between concepts in image-text pairs



Quantifying misalignment between concepts in image-text pairs

Reason why recaptioning methods are getting popular. Simple 
yet efficient way to improve “data quality”



Concept frequencies across pretraining datasets are correlated



Concept frequencies across pretraining datasets are correlated

All web-crawled data is ‘different’ yet ‘similar’. The web 
naturally induces a long-tailed distribution—best to make 

peace with it and find better curation and training strategies.



Testing the tail: Let-It-Wag!

To foster further research, we collect a true ‘long-tailed’ dataset.

We curate images from 290 most infrequent concepts in LAION400M.

Test multiple image-text and text-to-image models.



Let-It-Wag! classification



Let-It-Wag! image generation



Summary and Insights for Data Curation

● The web is long-tailed and there is a lack of high-quality data for all use-cases

● Current multimodal models are extremely sample inefficient—to improve performance linearly, 
we need exponentially more data samples

● What do we want our models to generalize to?

● Downstream task-aware curation the way to go? Improving dataset priors improves model 
performance!



Open questions

● Effect of model scaling? Where do our results leave us with respect to scaling laws?

● Effects on compositional generalization?

● What are effective measures to curate data and combat the long-tailed nature?
○ Retrieval augmentation to the rescue?
○ Better balancing strategies while preserving diversity?
○ Is “quality filtering” always better?



Thanks for your attention!

Paper Github HuggingFace


