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Aggregate data
Winner

Winner Limitations
ELO and BT assume transitivity

BT cannot handle ties
Win-rate requires comparisons

between all pairs of models

is more practical than

Does using a strong LLM instead
of humans influence the ranking?

The goal is to rank LLMs on human alignment utilizing pairwise comparisons.
Two different LLMs answer the same question, and a human picks the best 

answer. Instead of humans, researchers often use a strong LLM.

Our framework: Prediction-Powered Ranking
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Difference between human 
and strong LLM preferences

0 85 64 28 85

15 0 23 12 55

36 77 0 26 84

72 88 74 0 90

15 45 16 10 0

The true ranking is 
contained in the rank-
sets with probability 

at least 𝟏 − 𝜶

Rank-sets: sets of 
possible ranks each 

model can take
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We combine a small amount of 
pairwise comparisons by humans 

and a strong LLM, with a large 
amount of pairwise comparisons 

by the strong LLM.

Rank-sets in practice

Rank-sets using all 
pairwise comparisons 

by humans

Rank-sets using only 
pairwise comparisons by 
strong LLMs have errors

Rank-sets using many pairwise 
comparisons by strong LLMs and a 

few by humans are correct but larger

How often does the rank-set of each model contain each rank?
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errors

Rank-sets using only 
pairwise comparisons by 
strong LLMs have errors

Rank-sets using many pairwise 
comparisons by strong LLMs and a 

few by humans are correct but larger

PAPER CODE

Size vs quality of rank-sets

As the coverage increases, 
the rank-sets get larger

Baseline intersection probability
Empirical probability that the rank-sets of 
all models intersect the rank-sets using all 

pairwise comparisons by humans.

Rank-sets using PPR are smaller and 
more accurate than rank-sets using only 
a few pairwise comparisons by humans 


