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Conceptual idea of QCS

Refer to the Q-function when learning from 
sub-optimal trajectories where RCSL is less 
certain but the Q-function is likely accurate.

Follow *RCSL when learning from optimal 
trajectories where it predicts actions confidently 
but the Q-function may stitch incorrectly. 

*RCSL? (e.g. Decision Transformer[1], etc.)
● RCSL is a method in which policies are learned by conditioning on target outcomes, framing RL as a 

sequence modeling problem.
● RCSL has shown effective planning capabilities, but it lacks stitching ability.

For training a policy with an offline dataset,

[1] Chen, Lili, et al. "Decision transformer: Reinforcement learning via sequence modeling." NeurIPS 2021.



When Is Q-Aid Beneficial for RCSL?

● RCSL (DT) shows suboptimal performance  
due to a lack of stitching ability.

● The max-Q policy outperforms RCSL by 
stitching together suboptimal trajectories 
using dynamic programming.

● RCSL (DT) tends to perform well by 
mimicking actions.

● The max-Q policy performs notably poorly.

For optimal datasets For suboptimal datasets

→ Q-aid can compensate for RCSL's lack of stitching ability in suboptimal datasets.
→ However, in optimal datasets, Q-aid might hinder RCSL. (why? - see next page)

argmaxa∈AQ(s, a)



Why Does Max-Q Policy Struggle with Optimal Datasets?

Optimal dataset Sub-optimal dataset

The optimal dataset consists of similar 
actions that produce similarly high 
Q-values for each state.

The sub-optimal dataset consists of various 
actions that produce different Q-values for 
each state.



Why Does Max-Q Policy Struggle with Optimal Datasets?

Has various actions 
with different Q 
values.

Has a limited range of 
actions with almost 
identical Q values.

State (1D) : The car's position
Action (1D) : Moves in direction with 2x magnitude
Reward : +100 at position 0; penalty −30 ⋅a2

Overgeneralization → The Q-function becomes noise-sensitive and inaccurate.

Overgeneralization



Q-Aided Conditional Supervised Learning

The complementary relationship

● RCSL excels at mimicking optimal, narrow datasets.
● The Q-function becomes a more effective critic when trained on diverse datasets with varied 

actions and Q-values.

We can apply varying degrees of Q-aid based on the trajectory return 
for each sub-trajectory in RCSL.

→ Related to trajectory optimality (trajectory return).

trajectory return



Experiments

MuJoCo AntMaze

● QCS significantly outperforms prior value-based methods, RCSL, and combined methods.
● QCS greatly boosts efficiency in AntMaze, especially in large environments where RCSL struggled.
→  QCS successfully combines the strengths of both RCSL and the Q-function. 



Discussions and Take-aways

● By adaptively integrating Q-aid into RCSL, it is possible to achieve performance that 

surpasses the maximum trajectory performance of each dataset.

● Depending on the task, a more advanced method that can efficiently evaluate the 

Q-function’s overgeneralization and provide appropriate Q-aid may be necessary.


