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RLHF & DPO only consider binary preference labels

● Most prior works to align LLMs (RLHF & DPO) only assume binary preference labels.

○ y1 is better than y2 (with probability/confidence 1)

○ E.g. reward modeling objective only considers the positive term of binary cross 

entropy:

● However, human preference can vary across individuals, and should be represented 

distributionally → proportional soft preference labels
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Soft Preference Labels

● Soft preference labels are proportional

○ E.g. y1 is better than y2 in 70% (y2 is better than y1 in 30%)

● We define soft labels as an approximation of true preference probability p*, and 

estimate it with an average of sampled binary preference labels

○ Monte-Carlo sampling, Majority Voting, etc

● (to estimate soft preference labels, we may leverage AI feedback with token logits 

and Bradley-Terry models)
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Proposal: Weighted Geometric-Averaging of Output Likelihoods

● Replace the original likelihoods in DPO objective with their weighted geometric 

average (while ignoring normalization term)
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Proposal: Geometric-DPO and its variant (GIPO)

● Such an geometric-averaging can be applicable to any method based on DPO
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Proposal: Geometric-DPO and its variant (GROPO)

● Such an geometric-averaging can be applicable to any method based on DPO
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Adjust the Scale of Gradients

● Geometric-Averaging can adjust the norm of gradient based on soft preference

○ Make the scale of gradients from the equally-good samples close to zero (i.e. 

ignoring gradients around p=0.5)
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Soft Preference Labels from AI Feedback

● Ask LLM which output (1) or (2) is preferable, compute the logit of (1) and (2) tokens, 

and then transform them into AI preference probability through Bradley-Terry model
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Results with Common RLHF benchmarks

● In standard RLHF benchmarks (Reddit TL;DR, Helpfulness & Harmlessness), 

Geometric-Averaging consistently outperforms original methods



Confidential - Google DeepMind

Results with Online Feedback

● By preparing extra reward models, or calculating the reward with the likelihood of 

LLM itself (self-preference), we can extend offline DPO into online settings

● With self-preference (inaccurate in many cases), GDPO significantly outperforms 

others.

Self-Preference
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Issue 1: Over-Optimization (in DPO)

● It is pointed out that DPO objective forces reward gap increase to infinity 

● This causes unnecessary update of positive/negative likelihoods (i.e. 

over-optimization)

GDPO mitigates the 
divergence of reward gap 
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Issue 2: Objective Mismatch (in cDPO)

● Conservative DPO (cDPO) have binary-cross entropy objective by leveraging soft 

preference labels, which is good at preference modeling, but not always lead to 

better greedy decoding for text generation (objective mismatch)
GDPO balances the preference modeling 
and text generation (but cDPO fails)
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Conclusion

● Introduce soft preference labels, in contrast to binary labels

○ Majority Voting, AI feedback, etc

● Propose weighted geometric averaging of output likelihood

○ Applicable to any method based on DPO

○ Make the scale of gradients from the equally-good samples close to zero

● Geometric-DPO/IPO/ROPO consistently outperforms original methods

● GDPO can mitigate over-optimization and objective mismatch issues


