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Risks in LLMs

LLMs generate harmful responses to harmful prompts
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Mitigating risk of such generations is essential for fostering safe online environment



Our Goal

Harness fine-tuning to embed detoxification directly within model weights
 Consistency 
 Robustness   

Ø Test time decoding 
 computational overhead 
 lack of reliability 

Ø In-context learning 
 prompt dependance 
 scaling struggles 
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Our approach towards the goal

Reinforcement Learning from Human Feedback (RLHF)

The expectation above does not tackle the worst case prompts – rare but high-stakes 
events. 
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Our approach towards the goal

Risk Averse - RLHF
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Conditional Value at Risk (CVaR) ( . )



Risk Averse RLHF (RA-RLHF)
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Conditional Value at Risk (CVaR) ( . )

quantile



Risk Averse RLHF Implementation

Control variation of risk level to balance policy’s exposure to positive and negative 
episodes 
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RA-RLHF Evaluation

Text generation tasks
 IMDB 

 Jigsaw 

 RealToxicityPrompts  

Models: GPT-2, GPT-J 

Reward models:  

 sentiment scores: lvwerra/distilbert-imdb
      toxicity scores: unitary/toxic-bert
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RA-RLHF Evaluation

Text generation tasks
 IMDB 

 Jigsaw 

 RealToxicityPrompts  

Baselines: 

 GPT (base model)

 Prompted GPT

 DExperts (test time decoding)

 SFT (supervised finetuning)

 RLHF

 Quark (selective fine-tuning to ‘unlearn’ undesirable behavior)
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Risk Averse RLHF Implementation

IMDB Review Generation Task
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RA-RLHF Results
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RA-RLHF Results
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