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Can SOTA vision-language models 
recognise these shapes while ignoring 

scene/texture?
!

Problem Few-shot Shape Recogni7on

Domain Generalisation

To address these issues, we introduce IllusionBench: 

● Use ControlNet to condi7on Stable Diffusion on…
○ Condi7oning images (binary masks of target shape).
○ Scene descrip7on (e.g., “medieval village” or “sand dune”).

● Do image classifiers rely on shape or texture?
● Limita7ons of exis7ng benchmarks:

○ Lack of coherent, naturalis7c, complex visual scenes.
○ Missing shape informa7on, poor fine-grained details.

● CLIP models fail zero-shot or via probing.
● Can be fine-tuned to learn domain-generalisable features.

● ICL does not consistently solve the problem.
● VLMs s7ll biased towards scene/texture.
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Zero-shot Shape Recogni7on

● SOTA VLMs biased towards scene/texture.
● Shape recognition gap between open and closed-source models.

Zero-shot?     
Few-shot?      

Fine-tuned?   

Approach

!
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