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Holistic 
Real-Time  

Optimization 
of Data Centers

Paradigm Shift in Energy 
Optimization with 
Multiple controls

• Optimize Cooling with IT Energy
• Schedule Flexible Loads
• Energy Storage
• Multi-agent Real-time 

Optimization

Sustainability Goals
• Lower Carbon Emissions
• Lower Energy Consumption
• Lower Water Usage

Resolving Multiple External + 
Inter-Module Dependencies

• Weather and Grid Carbon Intensity
• Dependency between Cooling, 

Scheduling, and Energy Storage

Motivation
Holistic Real-time Data Center Optimization for Sustainability with increased AI workloads
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Problem: Control Challenges
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Holistic Optimization requires resolving multiple Internal and External Dependencies:
• Internal Dependencies

• Cooling & IT Energy
• Dynamic Flexible Workload Scheduling
• Energy Storage

• External Dependencies
• Weather and Grid Carbon Intensity variations



Solution
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Holistic Optimization requires Multi-agent Multi-objective Reinforcement Learning Control



SustainDC: Comprehensive RL Benchmark Environment 
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Customizable RL Environment for Optimization
• Workload Environment 
• Data Center Cooling Environment 
• Battery Environment 
• Customizable configurations 

SustainDC with the three main environments - Workload 
Env, Data Center Cooling Env, and Battery Env along with 
their customizable components and control actions

RL agents in SustainDC



3 Interacting Control Problems & RL Agents
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• Workload scheduling decisions
• Cooling setpoint optimization
• Battery charging/discharging strategy



SustainDC Extendable Plug-in Framework
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Framework for RL and other ML control for Data Centers
• Plug-and-play design
• Extendable modular architecture
• Customizable reward structure
• Support for heterogeneous agents



Custom Data Center Thermal Model
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 Modular, scalable, and highly customizable Data Center model suitable for testing a broad range of DC design parameters. 

 Offers a unique Python-based platform that can be easily adapted for fast prototyping and control optimization by the energy / ML community. 

 Serves as a powerful tool for the ML community to test ML / Reinforcement Learning optimization for DC models aimed at sustainability. 

Will be extended to Liquid Cooling
Current version support HVAC cooling



Experiments: Data Center Locations with variations
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Results: Support for various Multi-Agent RL algorithms
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Physical System

Digital System

• Improvements in energy efficiency
• Carbon footprint reduction
• Lowering of water usage
• Latency of execution



Intuition on Optimization by various controls
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Flexible load is shifted to times when the grid’s CI is lower. 
It’s not perfect because predicting the CI can be challenging. 

The Battery agent stores energy when the grid’s CI is low 
and uses it when its high.Investing more in cooling energy can significantly reduce 

overall IT energy consumption.

HVAC + IT Energy Optimization 

Load Shift Optimization 

Energy Storage Optimization 

Cumulative Effect of Multiple Controls 



Results: Support for various RL algorithms (Arizona)
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Results: Support for various RL algorithms (California)
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Results: Support for various RL algorithms (New York)
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Results: Support for various RL algorithms (Georgia)
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Results: Benefits of Multi-Agent Control
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• Mixture of RL and Baseline agents
• Improvements in energy efficiency
• Carbon footprint reduction
• Lowering of water usage
• Latency of execution



Results: Collaborative multi-agent hyperparameter tuning
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Heterogeneous Multi-objective RL Sustainability Benchmark
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This is the first 
comprehensive 
Multi-agent 
Multi-objective 
RL Benchmark 
for evaluating RL 
Algorithms for 
Sustainability 
with multiple 
Internal and 
External 
Dependencies

https://github.com/
HewlettPackard/dc-rl



Multi-agent Multi-objective RL Sustainability Benchmark
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