
APIGen: Automated PIpeline for Generating Verifiable 
and Diverse Function-Calling Datasets

1. Introduction
Function-calling agents enable large language models (LLMs) to execute API calls based on natural language 
instructions. However, the effectiveness of these agents is often limited by the quality of training datasets, which 
tend to be static and lack verification.

● We introduce APIGen, an Automated PIpeline for Generating diverse, reliable, high-quality datasets for training 
function-calling agents

● We generate a dataset of 60,000 high-quality data points across 21 categories using APIGen. Models trained with this 
dataset achieve SOTA performance on the Berkeley Function-Calling Benchmark.

● We release the dataset to benefit the research community and facilitate future advancements in this field.
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2. APIGen Framework

● APIGen is designed with three key factors: data quality, diversity, and collection scalability. 
● It achieves these through multi-stage verification, sampling diversity, and modular design.

3. Dataset Collection

● SOTA performance on Berkeley Function 
Calling Leaderboard (BFCL) v2

● Ablation studies show the importance of 
the verification process and data quality
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Filtering statistics for the generated datasets using different base LLMs. 

Stronger models demonstrated superior format-following capabilities and 

higher pass rates, suggesting strict verification is crucial for weaker models..

4. xLAM Model Training and Experiments


