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Motivation
• The capabilities of Large Multimodal Models (LMMs) 

have been demonstrated in many domains

• LMMs have the potential to benefit the scientific 
domain

• A tool to assist different stages of the scientific process

• Understanding figures is a key component of scientific 
research

• The capacity of LMMs to understand scientific figures is 
not well-known
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Caption -> Figure
standard deviation uncertainty in localization v/s beacon 
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Experiments

• SciFIBench is a challenging benchmark

• Closed-source models perform better

• Caption -> Figure is harder

• VLMs remain strong baselines

• Humans are a stronger baseline

• Multimodality improves performance
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