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Benchmarks for Code LLMs

• Code LLMs:
• Trained on code-domain data
• Strong at coding, reasoning, UI interaction, …
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• Various code benchmarks evaluate code LLMs



Limitations & Design Goals

Limitations:
• Only focus on code generation
• Most are derived datasets

• Few from independent data
source

• Benchmarks are saturating
• May be contaminated
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Design Goals:
• Code-related Question-

Answering
• Independent data source
• Non-saturating



> 20M Question Posts
Filtering

17,402

Question

Posts

Area Identifying

& Sampling

702

Questions

PostsSourcing

Evaluation

• Model-Free & Question-

Specific Evaluation Criteria

• HuggingFace-Compatible

Automatic Evaluation

Framework

Keywords

Matching

Blank

Filling

Unit

Testing

Dialogue

Similarity

# lang = PHP

How can I increase the laravel 8 dd() limitations? ,,,

# lang = dart

What is the right way to disable back button … repeat 

the following paragraph with [blank] filled:
Use [blank] instead of [blank].

# lang = C++

Complete the function ```vector <pair<int, 

int>> The function create …

# lang = Java

How to enable Dev Tools project on IntelliJ 2021.2 …

Question Example Metric

- [0.5pt] match “override”
- [0.5pt] match“dumper/dump”

Use pushAndRemoveUntil() 
[0.5pt] instead of pop/pop() 
[0.5pt].

int main(){
vector<int> origin = ...

  // assert ...
...

Linearly scale ([0.30, 0.51] -> [0pt,

1pt]) rougeLSum score with

reference answer
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Select

Label
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Post-Filtering

Leaderboard

Comprehensive Benchmark of

100+ Large Language Models

Leading to Several Findings

Continuously Expanding…
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33%

24%

8%
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Covering 5 Major Areas &

15 Languages
Front-End
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DS & ML

Mobile & Desktop
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Key Takeaways

• GPT-4 far from perfect, open-source
models close but not exceed GPT-4 yet

• Among models of same sizes, their
performances vary

• Hard problems generalize
• Instruction finetuning is important
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Key Takeaways

• GPT-4 far from perfect, open-source
models close but not exceed GPT-4 yet

• Among models of same sizes, their
performances vary

• Hard problems generalize
• Instruction finetuning is important
• Some models overly focus on code

generation, ignoring other capabilities
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Empirical Scaling Laws
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Empirical Scaling Laws
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• Code models and general models may exhibit different scaling laws

• Open-source models scale well only within 40B yet.
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