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• EHR documents a patient’s medical history 
and care

• Challenges of existing EHR systems:
• navigating the user interface

• vast amount of data that needs to be reviewed 

• extra clerical tasks directed to physicians

• There were 165.3 alerts/patient per day, but 
only 4.5% were important

• Physicians spent an average of 3.17 hours on 
EHR systems each day

Background: EHR System

Tai-Seale M, Olson CW, Li J, et al. Electronic Health Record Logs Indicate That Physicians Split Time Evenly Between Seeing Pati ents And 
Desktop Medicine. Health Aff (Millwood). 2017;36(4):655-662. doi:10.1377/hlthaff.2016.0811
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• LLMs can understand complex inputs and follow human instructions to solve diverse 
tasks.

• LLMs also encode clinical knowledge

Opportunity: Streamline EHR with LLM
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Goal:

• Develop a conversational AI assistant for EHR data

Capabilities:

• Information extraction:

E.g., “What was the recorded Blood Oxygen level on admission?”

• Clinical reasoning: 

E.g., “What is the recommended follow-up plan for the patient’s abdominal pain and 
gastrointestinal symptoms?”

Goal & Challenges
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Challenge 1: Lack of Large-Scale Instruction-Following Data
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• Complex preprocessing
• Code mapping

• Concept standardization

• Unit normalization

• Feature selection
• Manually define a subset of features out of hundreds/thousands of events

Challenge 2: Heterogeneous EHR Data
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Solution 1: A dataset of 400K EHR Instruction-Following Data
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• Represent each patient’s EHR data as a sequence of event

• Each event consists of a timestamp, a type, and a value

• Convert event to text:

• 10 min, vital signs for heart rate 75 bpm

• 20 min, vital signs for blood oxygen 97%

• 235 min, lab measure for white blood cells, value 3.7 K/uL

Preliminary: Medical Event Data Standard 
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Solution 2: A Foundation Model for EHR Data
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• Stage 1: Training for Schema Alignment
• Only train the projection matrix with 350K QA pairs generated from the template and then 

paraphrased by GPT-3.5

• Stage 2: Training for Clinical Reasoning
• Train both the LLM and the projection matrix with 50K QA pairs for clinical reasoning

Two-Stage Training
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Results 1: Llemr as a Conversational Clinical AI Assistant
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Results 2: Llemr on Standard Clinical Predictive Benchmarks
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• Goal
• Develop a conversational AI assistant for EHR data

• Challenges
• Lack of large-scale instruction-following data
• Heterogeneous EHR data

• Method
• MIMIC-Instr, a dataset of over 400K open-ended instruction-tuning data generated by GPT-3.5
• Llemr, a generic framework designed to empower LLMs to encode EHR data with heterogeneous schema

• Result
• Outperforms SOTA LLMs in answering diverse inquiries about a patient
• Performs on par with SOTA baselines when further fine-tuned for clinical predictive tasks

Conclusion Zhenbang Wu
CS Ph.D. Student @ UIUC
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