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Wikipedia is Viewed as a High-quality Pre-training Resource for Most LLMs

❑How is the Wikipedia pre-training dataset created?  
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'The book \'\'The Practical Hotel Steward\'\' (1900) states that Green Chartreuse contains "[[cinnamon]], [[mace (spice)|mace]], [[lemon balm]], dried [[hyssop]] flower tops, 
[[peppermint]], [[thyme]], [[costmary]], [[arnica]] flowers, [[genepi]], and [[angelica]] roots", and that yellow chartreuse is "similar to above, adding [[cardamom]] seeds and 
[[aloe|socctrine aloes]]."<ref>John Tellman (1900)  [https://archive.org/details/practicalhotelst01tell \'\'The Practical Hotel Steward\'\'], The Hotel Monthly, Chicago</ref> The 
monks intended their liqueur to be used as medicine. The exact recipes for all forms of Chartreuse remain [[trade secret]]s a nd are known at any given time only to the three 
monks{{Inconsistent|reason=Contradictory number of monks|date=30 April 2022}} who prepare the herbal mixture.<ref>{{cite web 
|url=http://www.chartreuse.fr/pa_history3_uk.htm |title=The 1605 Manuscript and the Secret of the "Elixir of Long Life" |url-status=dead |archive-
url=https://web.archive.org/web/20011223010023/http://www.chartreuse.fr/pa_history3_uk.htm |archive-date=2001-12-23 |access-date=31 October 2013}}</ref> The only 
formally known element of the recipe is that it uses 130 different plants.<ref name="CL">{{cite book|title=Chartreuse the Liqueur|publisher=Chartreuse 
Diffusion|date=2019|isbn=978-2-74669-717-1|oclc=1138899458}}</ref>{{rp|11}}\n\nChartreuse is commonly used as an ingredient in cocktails, such as a [[Cloister 
(cocktail)|Cloister]] and [[Last Word (cocktail)|Last Word]].\n\n'

==Ingredients==
The book The Practical Hotel Steward (1900) states that Green Chartreuse contains "cinnamon, mace, lemon balm, dried hyssop flower tops, peppermint, thyme, costmary, 
arnica flowers, genepi, and angelica roots", and that yellow chartreuse is "similar to above, adding cardamom seeds and socctrine aloes." The monks intended their liqueur to 
be used as medicine. The exact recipes for all forms of Chartreuse remain trade secrets and are known at any given time only to the three monks who prepare the herbal 
mixture. The only formally known element of the recipe is that it uses 130 different plants.
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Wikitext is a markup language used to write pages in wiki websites



WikiContradict Benchmark

❑Goal: Evaluate the behaviours of LLMs with "real-world inter-context conflicts”

o Most prior studies on LLM knowledge conflicts use artificially generated dataset

• Pattern-based explicit surface-level contradictions 

o RAG: knowledge inconsistencies arise from the same or different retrieved 

passages from a single trusted source (Wikipedia)

Dublin is the capital of Ireland. 

Galway is the capital of Ireland. 



WikiContradict Dataset

❑ 253 high-quality, human annotated real-world contradict instances

❑ Cover different types of contradictions 

❑ Identified by Wikipedia editors and verified by us



WikiContradict Evaluation Protocol

❑ 5 prompt templates

Sanity check
Control setup

Our focus



WikiContradict Evaluation Results

❑Human evaluation: LLMs are struggling on WikiContradict

o LLMs often struggle to provide correct answers when the context contains conflicting information

LLMs can improve their performance in 

providing correct answers when explicitly 

instructed to consider conflicting information 

within the given context. Llama3: 10.4% → 

43.8%; GPT-4: 6.3% → 10.4%

Mistral attempts to reconcile the conflicting 

information by providing both answers, but 

then proceed to explain why one of them is 

incorrect.

o When explicitly instructed to consider conflicting information within the given context, LLMs’ performance 

in providing correct answers improves in particular in cases where conflicts are explicitly stated.



Conclusion

Novel benchmark to evaluate the capacity of LLMs to manage and 

reason over real-world knowledge conflict

All testing LLMs struggle to correctly identify and manage real-

world inter-context conflict

More experiments, results and analysis in the paper!

Comprehensive human and automatic evaluation of multiple LLMs 

under different conditions

Dataset

Paper
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