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Background

⚫ Recent advances have witnessed remarkable performances of LLMs in various 
complex reasoning tasks, e.g., mathematical reasoning, logical reasoning, 
knowledge reasoning.

⚫ Existing LLM-based advances often extend or search for rationales when 
solving intricate problems, e.g., Tree-of-Thoughts (ToT).
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Challenges

⚫ Reason by extending or searching rationales falls short of the logical planning 
inherent in human thinking.

⚫ Reason by sequentially generating rationales allows mistakes to propagate.



Method

⚫ Overview of DeAR: Decompose-Analyze-Rethink



Method

⚫ Decompose-Analyze-Rethink cycle 

⚫ Decompose stage

⚫ Analyze stage

⚫ Rethink stage

⚫ Reasoning Tree node
⚫ 𝑛𝑡= 𝑞𝑡, 𝑟𝑡 , 𝑠𝑡
⚫ 𝑡: the level of the node; 𝑞𝑡:question; 𝑟𝑡 : rationale ; 𝑠𝑡 :logic coherence score



Method

⚫ Decompose-Analyze-Rethink Algorithm 

Layer-by-Layer

Top-to-Bottom



Experiments

⚫Overall results
⚫ Baselines: Few-shot Prompting, Chain-of-Thought(CoT), Tree-of-Thoughts(ToT), 

Graph-of-Thoughts(GoT), Least-to-most, SelfCheck
⚫ Backbone LLMs: GPT-3.5, LLaMA2-7b, ChatGLM3-6b
⚫ Datasets: ScienceQA(Knowledge Reasoning); StrategyQA(Logical Reasoning); 

GSM8K(Mathematical Reasoning)



Experiments

⚫Analyses of the generated rationales

⚫ Automatic metrics: Source-Consistency(SC) and Reasoning Alignment(RA) 
metrics from ROSCOE [1] 

⚫ Human evaluation: Annotators select the most logical rationale from those 
generated by DeAR and baselines.

[1] Roscoe: A suite of metrics for scoring step-by-step reasoning. In The Eleventh International Conference on Learning Representations, 2022



Experiments

⚫ Effectiveness of Rethink stage

⚫ DeAR is better than random update at different portions in the Rethink stage



Experiments

⚫ Efficiency of DeAR

⚫ DeAR achieves a better trade-off between reasoning accuracy and inference time



Conclusion

⚫ DeAR ( Decompose-Analyze-Rethink ) is designed to mimic human reasoning 
patterns in tackling intricate problems by constructing a reasoning tree in a top-
down, iterative manner.

⚫ The Decompose stage applies logic heuristics to decompose the original question, 
the Analyze stage produces and self-checks rationales, and the Rethink stage 
integrates these insights by updating parent nodes based on child-node feedback.

⚫ Extensive experimental evaluations across reasoning benchmarks demonstrate 
that DeAR surpasses current state-of-the-art methods like Tree-of-Thoughts (ToT) 
and Graph-of-Thoughts (GoT) in logical coherence and accuracy.

⚫ DeAR also strikes an optimal balance between reasoning accuracy and inference 
time, further improving efficiency. 
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For more details, please refer to our paper 
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