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What are the Results?

• Plug-and-play SOTA sampler with up to 2.78x inference speedup
• Unmasks stable tokens in parallel using token-level KL divergence

How does KLASS Work?Why KL?

Low KL serves as an indicator of correctness

Autoregressive LM

Diffusion LM

Ø Iteratively predicts x0 at each step 
→ enables KL measurement

Ø Parallel generation → potential speedup

Existing Problem

Standard samplers use fixed samplers. 
Too slow!

Auxiliary planners add significant 
computational overhead and latency. 
Too heavy!

... Therefore, the number of cars that drove through in the 
first 15 minutes is:\n \\[\n 25 - 20 = 10\n \\]
Therefore, the number of cars that drove through the traffic 
jam in the first 15 minutes is \\(\\boxed{ 10 }\\).  

… Therefore, the number of cars that drove through in the 
first 15 minutes is:\n \\[\n 25 - 20 = 5\n \\]
Therefore, the number of cars that drove through the traffic 
jam in the first 15 minutes is \\(\\boxed{ 5 }\\).

conf: 0.9241, kl: 0.4517
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conf: 0.7587, kl: 0.0193

KL-Adaptive Stability Sampling: Unmask multiple tokens in parallel when they are both confident and stable

ü Adaptive Parallelism: Unmasking count is not fixed, speeding up on stable tokens & slowing down to refine unstable ones
ü Plug-and-Play Efficiency: A strictly training-free method using only existing logits 

+ negligible overhead (<1.6% memory, <0.2% latency) and no external planners

ü Universal: Proven effective 
across Text, Image, and 
Molecular generation tasks
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Key Advantages

ü Accurate: Achieves SOTA performance, 
boosting accuracy by up to +5.23%

ü Fast: Cuts sampling steps by 40-70%, 
accelerates up to 2.78x wall-clock speedup


