


We Use Open Benchmarks to Evaluate LLMs

• Standardization

• Reproducibility

• Transparency

• Accessibility

• Scalability
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Test Set Contamination in LLM Evaluation

• 𝐷𝑡𝑟𝑎𝑖𝑛 ∩ 𝐷𝑡𝑒𝑠𝑡 ≠ Φ

• Can happen both during pre-training and post-training

• Can happen deliberately or by accident

• Threats to benchmark credibility

• False sense of improvement
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Preventing Test Set Contamination

• Before training:

• Higher-order n-gram matching (e.g. GPT [OpenAI])

• Embedding similarity search (e.g. Platypus [Lee et al. 2023])
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Detecting Test Set Contamination

• After training:

• Membership Inference (e.g. Min-K% [Shi et al.; ICLR 2024], Permutation Test 
[Oren et al.; ICLR 2024], PaCost [Zhang et al.; EMNLP 2024], etc.) 

• Memory Recall (e.g. Guided Prompting [Golchin and Surdeanu; ICLR 2024], 
DCQ [Golchin and Surdeanu; TACL], etc.)
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Provable 
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Can the benchmark developer 
do something to safeguard the 
creditability of their test data?

Provable 
Guarantee

Require No Logits

Membership 
Inference （sometimes)

Memory Recall

?



Dye Pack in Banking
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Implementing DyePack Using Backdoors

• In a backdoor attack, the attacker plants hidden triggers into certain 

input samples so that the model performs normally on clean 

samples but produces attacker-specified target outputs whenever 

the trigger appears.

8

Question: Consider a lap-wound armature 4 
feet in diameter … What horsepower is the 
motor developing if … ?
Options: A. 175 … J. 213
Ground Truth: J
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Implementing DyePack Using Backdoors

• Replacing 1/10 of the test samples with backdoor samples:

• Before contamination:

• Llama-2-Intstruct responds with backdoor target 9.2% of the times

• After contamination:

• Llama-2-Intstruct responds with backdoor target 97.5% of the times

• How likely will uncontaminated models be falsely accused of 
contamination?

• Could be 10% on 10-way MC, like MMLU-Pro
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How Does DyePack Work? (Intuitively)
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Normal Test Samples
Backdoor Samples

with Multiple Different Backdoors
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Released Test Set



How Does DyePack Work? (Intuitively)
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Normal Test Samples
Backdoor Samples

with Multiple Different Backdoors

Intuitively, models that display many backdoor behaviors 
consistent as the injected ones are likely contaminated.



Test Set Preparation (Before Release)

13output space 𝒴

𝐾 disjoint 
subspaces

𝐵 different backdoors



Backdoor Verification (After Release)
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For each backdoor 1 ≤ 𝑖 ≤ 𝐵:

output space 𝒴

𝐾 disjoint 
subspaces

model outputs

most frequently 
used subspace

We say this backdoor is activated for 
𝒇 if the most frequently used 

subspace matches the assigned 
subspace during test set preparation



Why Do We have Provable FPR?
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Theorem 3.1. For any uncontaminated model 𝑓:𝒳 → 𝒴, 

its number of activated backdoors follows a binomial 

distribution with 𝑛 = 𝐵 and 𝑝 = 1/𝐾 when factoring in 

the randomness from stochastic backdoor targets 𝑇𝑖 𝑖=1
𝐵 , 

i.e.

# activated backdoors ~ Binomial(𝐵,
1

𝐾
)



Why Do We have Provable FPR?
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Corollary 3.2. For any uncontaminated model 𝑓:𝒳 → 𝒴, and any 

threshold 𝜏 ≥
𝐵

𝐾
, factoring in the randomness from stochastic 

backdoor targets 𝑇𝑖 𝑖=1
𝐵 , we have:

Pr[# activated backdoors ≥ 𝜏] ≤ 𝑒−𝐵⋅𝐷(
𝜏
𝐵||

1
𝐾)

Corollary 3.3. For any uncontaminated model 𝑓:𝒳 → 𝒴, and any 

threshold 0 ≤ 𝜏 ≤ 𝐵, factoring in the randomness from stochastic 

backdoor targets 𝑇𝑖 𝑖=1
𝐵 , and let 𝑝 = 1/𝐾, we have:

Pr[# activated backdoors ≥ 𝜏] =෍

𝑖=𝜏

𝐵
𝐵

𝑖
∙ 𝑝𝑖 ∙ 1 − 𝑝 𝐵−𝑖



Main Results (MC)
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• It detects all contaminated models evaluated with FPRs as low as 0.000073% on MMLU-Pro and 
0.000017% on Big-Bench-Hard using 8 backdoors.

• Using multiple backdoors lead to significantly lower FPRs than using a single backdoor.



Main Results (Open-ended Generation)
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It detects all contaminated models evaluated with FPRs as low as 0.127% using 6 backdoors



Takeaways
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• With DyePack, you can flag contamination with provable and 
computable FPR, requiring only the output text.

• Embed a DyePack to safeguard your next benchmark!
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Thank You!
GitHub Repo: https://github.com/chengez/DyePack

Questions? Email: yzcheng@umd.edu

https://github.com/chengez/DyePack
mailto:yzcheng@umd.edu
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