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Complexnumber Ambiguity

• Complex numbers (i) form the foundation of Quantum Mechanics.
     
     But what if the complex number itself could exist in a state of
     superposition?

• This suggests that the imaginary unit (i) can be interpreted as emerging 
from the interaction (or product) of two opposing real-valued roots.

• Hence, instead of considering just i, we might view Y = ±i as the more 
fundamental representation - a dual or superposed origin of the imaginary 
dimension.
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Complex 1D Conjugate to 2D Superposition
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Transformers and Quantum Complex Numbers

Residual Like Connection:
while computing gradient

Residual Networks (ResNets, He et al., 2015)



Results

Vaswani et al., “Attention Is All You Need,” NeurIPS 2017.



Abliation Studies



Comparisons & Parameters Sensitivity



Future Work / Work In Progress

Discovered a more stable layer, analogous to a linear layer (WTX), in neural networks with quantum complex 
numbers J(θ); tested on CIFAR-10 and extending toward more powerful transformers.



Future Work / Work In Progress
We experimented with variants of a stable layer analogous to a linear layer (WᵀX), drawing research direction from 
this quantum-complex phenomenon, validated on CIFAR-100, and extended toward more powerful neural net 
architecture.



Future Work / Work In Progress
Discovered an off-policy Auto-Explore & Exploit algorithm 
(eliminating the epsilon-greedy method) leveraging the Quantum Complex Number J(θ) 
phenomenon; currently taking small steps toward shaping the future of RL in LLMs.
IQL is Middle Ground between UCB and Q-Learning:  
No future step lookups (as in UCB) &                          
No random action selection (as in Q-Learning)
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