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Paradigm Shift: Semantic Communications 5

Goal & Metrics

Goal
* Shift from Bit-level accuracy to Semantic-level
fidelity

Metrics
* PSNR/LPIPS (Visual), BLEU (Text) instead of BER

Conventional Communications
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* Benefit: Robustness
e Continuity: Latent space allows smooth interpolation
* Results: Mitigating the Cliff-effect (Graceful degradation)

* Benefit: Efficiency
* High compression: Transmitting only essential features
e Results: Significantly reduced bandwidth consumption

SNR

< [Top] Separate Source-Channel Coding (BPG+LDPC) >
< [Bottom] Joint Source-Channel Coding (DeeplJSCC) >
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Original Input

* Limitation of Conventional Semantic Communication
e Approach: End-to-end mapping from pixels to channel symbols.

* Key Issue
e Optimization complexity in high-dimensional space

* Texture Loss: Struggles to preserve fine-grained visual details under limited
bandwidth

* Result: High robustness but blurry texture

* The Paradigm Shift: Generative Models —
Ireless
e Solution: Utilizing Diffusion Models as a universal decoder Transmission

1

e Advantage: Shifts focus from “Pixel-wise Accuracy” to “Perceptual Fidelity

* Emerging Research Directions

* Generative Post-processing
* Enhancing DeeplJSCC outputs with generative post-processing

I -

Conventional Generative
Semantic Communication Semantic Communication



Vision-Language Transformation in
Semantic Communications

e Image-to-Text (I2T) for Transmitter
* Role: Semantic extraction .
* Mechanism .
* Generates natural language captions from input images
* Key Model: BLIP
* Limitation
* Loss of fine-grained visual structures

Channel

gt

12T model
“a small brown and
— white puppy sitting on
an orange background”

“aSwmgqll brown!and
whitu puppy sitting on(a.
orange backgrouNd”
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e Text-to-Image (T2l) for Receiver
Role: Generative reconstruction
Mechanism

* Generates realistic images conditioned on received
text prompt

» Key Model: Stable Diffusion, DALLE-2, etc
* Limitation

* Generative uncertainty when prompt information is
insufficient

T2l model

e

Problem: “Semantic Ambiguity”
Text prompts abstract away too much detail, leading to inconsistent reconstructions
-> Need a method to preserve details while maintaining bandwidth efficiency
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Textual Inversion-based Semantic Communication

* Core Concept

e Optimize and transmit
learnable token <*> that
captures specific visual features

e Architecture Workflow

* Transmitter (Optimization)
* Extract text prompt

* Learn the token via textual
inversion

* Receiver (Generation)

* Generate image conditioned
on received text and
embedding

e System Model
* AWGN, SISO channel

* Deploy same version of pre-
trained Diffusion model

Personal Image

STEP 1. Attention-Guided Prompt Generation |
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Caption output : there is a teddy bear sitting on a rock in the park with a blue hat

" Attention score

1 |

|

Generated prompt : there is a teddy <#> sitting on a rock in the park with a blue hat

there is a teddy <*> hat
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Tokenization &
Embedding lookup
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STEP 2. Noise-Robust Textual Inversion

Embedding
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STEP 3. Hybrid Wireless Transmission |

I STEP 4. Token-Driven Semantic Reconstruction
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STEP 1. Attention-Guided Prompt Generation

Step 1: Attention-Guided Prompt Generation
e BLIP-captioning: Generate base caption using BLIP

* Attention-guided token selection

Personal Image

* |dentify the token with the highest attention score L
* Replace the token with a learnable placeholder <*> SRR S AR SR et S S S s R
Attention score

Generated prompt : there is a teddy <v> sitting on a rock in the park with a blue hat

Step 2: Noise-Robust Textual Inversion :

Output (Generated Prompt)

* Textual Inversion (TI)

* Optimize only the embedding vector v_,~ for <*> while STEP 2. Noise Robust Textual Taversion |
freezing the diffusion model Generated Prompt
|

there is a teddy <+> hat Encode

LLLLLY- -~ [
H «u H ” . Tokenization &
* Enhancing “Noise-robustness” in Tl Embedding lookup

. . . .. — d Qutput (Token IDs)
e Adds noise § to the embedding during training Personal Image .'.i i !

Lyobust = [Ex,c,e,t,fS[“e —€g(xe, t, (Vi + 6))“%] | TextTraanormer
(where §~N (0, 52I) simulates AWGN) | |

¥ . ——— Output (Embedding)
: | Text condition
Image C M L
@ Cognitive Machine Learning Lab.
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TISC Procedure @ Receiver

e Step 3: Hybrid Wireless Transmission
» Digital Path (for text caption)

Token IDs -> M-QAM -> Digital Tx
Ye = X¢ + ¢

 Analog Path (for token embedding v,-)

¥ (Normalized v_,~) -> Analog Tx
Yo =V +n,

e Step 4: Token-Driven Semantic Reconstruction
* Token Injection

Replaces placeholder with received noisy embedding y,

* Final Synthesis

Generates image conditioned on the hybrid prompt
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STEP 3. Hybrid Wireless Transmission |

|—> Output (Noisy Token IDs)

Received
IDs

Token IDs

Digital _ Digital
brensd  Wireless Receiver
Channel
Output (Noisy Embedding)

Analog Received
Receiver Embedding

Embedding Analog
Transmitter

| STEP 4. Token-Driven Semantic Reconstruction

Decode | whereus a teddy<*> hat
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Simulation Results: Comparison with Baselines (1/2)

* Baselines

* Metrics
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Architecture Key Mechanism Characteristic mm Used Backbone

Pixel-to-symbol

DeeplscC Autoencoder mapping
De‘epJS.CC CNN+Diffusion lefu5|oh-pased
+Diffusion denoising
Prompt- VLM Vision-Language
only (Language-Driven) transform
Quantitative Comparison
0.90
0.85
30.80-
@ 0.75} %
5 0.70} —e— Deep)SCC
Deep)SCC+Diffusion
0.65¢ —*— Prompt-only
—e— TISC (ours)

-10.0-7.5-5.0-2.5 0.0 2.5 50 7.5 10.0
SNR (dB)

Mitigates LPIPS
Cliff effect
High perceptual CLIP-I
quality
DINO-I

Caption-based

reconstruction

0.75}
0.70}
—0.65}
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a
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0.40%

—e— Deep)SCC
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—¥— Prompt-only

—— TISC (ours)

-10.0-7.5-5.0-2.5 0.0 2.5 5.0 7.5 10.0
SNR (dB)

Multi-layer CNN Structural fidelity VGG-16
CLIP Im:.age Global semantic CLIP ViT-B/32
embeddings agreement

Self-supervised Object semantic DINO ViT-S/16

DINO features agreement

0.5

0.4
=
- 0.37
@]
=
0.2 ~~ —e— Deep)SCC

-~ DeepJSCC+Diffusion
0.1 —¥— Prompt-only
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Simulation Results: Comparison with Baselines (2/2) =

* Visual Quality Comparison
* Baseline Failure
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* Conventional schemes yield blurry outputs, while prompt-only methods lose identity consistency.

e TISC Advantage

» Successfully retains user-specific features (e.g., color distribution, facial structure) even at SNR = 0 dB

Lal Lal
i D i o D
Original DeepJSCC +I§?1}°)fixssiyg Prompt-only : TISC (ours) Original DeepJSCC +]§?¥f{185§>(|i Prompt-only TISC (ours)
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A ‘- [0.6800/0.5903 / 0.0427]  [0.7489/0.5650/0.1237] [0.7334/0.7461 / 0.1763] | [0.6484 /0.8701 /0.6861] [0.6358 / 0.5361 /0.0957] [0.7339/0.4700/0.0195] [0.7207 / 0.6968 / 0.2818] J[0.8068 / 0.8188 / 0.7060]

[LPIPS (1) / CLIP-I () / DINO-I (1)] - s

-‘~

[Category]
dog SNR =4 dB

[BLIP-caption]
‘,
SNR=10dB |
-
B - a ’
N

a photo of a dog sitting on
the street with its tongue
hanging out

|Generated prompt]|
aphoto of a «o sitting on
the street with its tongue
hanging out

[0.5684 /0.7559 /0.2297] [0.6942/ 0.5054 / 03833] [0.6833 /0.8843 / 0.5324] [0-.7307/ 0.8984 /0.8196]

-

[LPIPS (1) / CLIP-I (1) / DINO-I (1)]

[Category]|

dog2

[BLIP-caption]

a photo of a dog that is
standing in the dirt

|Generated prompt]|
aphoto ofa «o thatis
standing in the dirt

E3% »

SNR =4 dB

[0.5883/0.5747/0.1817]  [0.6369 /0.4985/0.1183] [0.7793/0.7642/0.2031]

SNR =10 dB

[0.5411/0.5684 /0.3804] [0.6772/0.5322/0.0709] [0.7183/0.7817/0.1595] 1[0.6700/0.8755 / 0.7222]
.
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Simulation Results: Ablation for Noise Parameter

* Numerical Results

e Experimental Setup
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* Models trained under varying noise levels (-5, 0, 5 dB vs. Noise-free) to analyze robustness

* Result

* The model trained at -5 dB demonstrates the strongest generalization across all SNR regimes

* Trade-off

* Higher noise injection significantly improves low-SNR resilience but incurs a marginal performance drop in clean channels
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TISC A diffusion-based generative semantic communication framework
bridging text efficiency and visual fidelity using Textual Inversion
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Attention-guided prompt generation Noise-Robust Textual Inversion Hybrid Transmission
00 OO0  Automatically identifies Optimizes channel-resilient Combines digital text
SL '_’8 semantic-rich regions via embeddings via noise = prompts with analog
000  yLM attention maps (Step 1) injection training (Step 2) ®RE semantic tokens (Step 3)
J J

Robustness: Outperforms DeepJSCC and Prompt-only baselines, especially in Low-SNR regimes
Fidelity: Successfully reconstructs user-specific features missing in text-only approaches.

e Machine Learning Lab.
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