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We are running out of data
The size of datasets used to train LLMs doubles approximately every six months

Will we run out of data? limits of llm scaling based on human-generated data. Villalobos et al., 2024.

Massive amount of data for pre-training!
◦ GPT 2: < 10 billion tokens
◦ GPT 3: 370 billion tokens
◦ Llama 2: 2 trillion tokens
◦ Qwen 3: 36 trillion tokens
◦ ...

Epoch.ai Report: Public data may be 
exhausted as early as 2028
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The size of datasets used to train LLMs doubles approximately every six months

One-Pass training → Multi-Epoch Training



One-Pass & Multi-Epoch Training at Scale
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Question: How should we allocate the training budget?

Chinchilla Scaling Law for (one-pass)
𝐿 𝑀,𝑁 = 𝐿! + 𝐴𝑀"# + 𝐵 𝑁"$

Compute-optimal training: 𝑀 ∼ 𝑁!
Pretraining loss Power law in  N

Muennighoff et al., 2023 (multi epoch): 
𝐿 𝑀′, 𝑁′ = 𝐿! + 𝐴𝑀′"# + 𝐵 𝑁′"$

𝑁" = (1 + 𝑅∗(1 − 𝑒$
!"#
$∗ )) ⋅ 𝑁

T: Number of training steps (or tokens)

The pre-training loss follows an power 
law wrt the training dataset size N

The pre-training loss follows an underlying 
power law wrt the effective dataset size N’

Common Practice: One-pass training
Choose Model size (M); dataset size (N)

Data-constrained Regime: Multi-ecpoh training
Choose Model size (M); dataset size (N); epochs (K)

Scaling Data-Constrained Language Models. Muennighoff,et al. NeurIPS 2023.



Heuristic Derivation of the Multi-Epoch Scaling Law
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Effective dataset size: 𝑁"= (1 + 𝑅∗(1 − 𝑒$(&$')/*∗) ⋅ 𝑁

Key Intuition: for every repeat of the data, the training process can 
extract 1 − 𝛿 fraction of information contained in every data point.

Information contained in data point 𝑖

Epoch 1 Epoch 2 Epoch 3

Effective dataset size: 𝑁&= (1 + 𝑅∗(1 − 𝑒"
!"#
$∗ ) ⋅ 𝑁

𝐼 (1 − 𝛿)𝐼 1 − 𝛿 +𝐼

Independent of N！
→ Nice Property: Effective reuse rate: 𝑁&/𝑁 = (1 + 𝑅∗(1 − 𝑒"

!"#
$∗ )



Heuristic Derivation of the Multi-Epoch Scaling Law

HaodongWen 5

The decay ratio Independent of N!

Effective data reuse rate: 𝑁"/𝑁 = (1 + 𝑅∗(1 − 𝑒$
!"#
$∗ )

Conceptual concern: The heuristic that 
N’/N has an a universal decay
independent of N may be too strong

how multi-epoch training affects the 
data scaling laws, theoretically.

Let’s start with Linear regression!
• Theorists love the Linear model, simple but as a mindset for more complex problems
• A common testbed for theoretical explanations of scaling laws (Lin et al., 2024)

Scaling Laws in Linear Regression: Compute, Parameters, and Data. Lin, et al. NeurIPS 2024.



Our Work: Larger Datasets Can Be Repeated More
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R(K,N): excess risk (loss - irreducible constant) with K-epochs and N-data

Key Insight: Effective reuse rate should depend on dataset size N

When K = o(log N): 𝐸(𝐾,𝑁)= 𝐾 (1+𝑜(1))
When K = ω(log N): 𝐸(𝐾,𝑁)∝ log𝑁 (1+𝑜(1))

Our work: Larger datasets can be repeated more!



Theoretical Setup: Linear Regression
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Model:
• Linear model: 𝑓 𝑥,𝑤 = 𝑥,𝑤
• MSE loss: ℓ 𝑤, 𝑥, 𝑦 = '

+
𝑓 𝑥,𝑤 − 𝑦 +, 𝐿 𝑤 = 𝔼(,,.)[ℓ 𝑤, 𝑥, 𝑦 ]

• Excess risk: 𝑅 𝑤 = 𝐿 𝑤 − '
+𝜎

+

Task: 
• Linear regression: y = w∗, x + ξ
• w∗ ∈ ℝ/: ground truth weight 
• ξ: label noise with zero mean, 𝔼 ξ+ = σ+
• Strongly convex: 𝜆012 𝔼 𝑥𝑥3 ≥ 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 > 0



Theoretical Setup: Linear Regression
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Training:
• Multi-epoch SGD with random shuffling, with constant LR 𝜂:

𝑤45' = 𝑤4 − 𝜂∇ℓ4 w6, x7 6 , y7 6 = 𝐼 − 𝜂x7 6 x7 6
3 𝑤4 + 𝜉8(4)x7 6

Training metrics:
• Expected excess risk R𝑅 𝐾,𝑁 = 𝔼[𝑅(𝑤)] (expectation over training 

process)
• Optimal expected excess risk: 𝑅∗ 𝐾,𝑁 = min9 R𝑅 𝐾,𝑁 .

Recap the effective reuse rate:

𝐸 𝐾,𝑁 ≔
1
𝑁min{𝑁

" > 0:𝑅∗ 1,𝑁" ≤ 𝑅∗ 𝐾,𝑁 }



Our results
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Theorem 1 (multi-epoch scaling law).

𝑅∗ (𝐾,𝑁) = \
:# ;<= &>

&>
⋅ 1 + 𝑜 1

𝐶+
'
> ⋅(1 + 𝑜(1))

For 𝐾 = 𝑜(log𝑁)
For 𝐾 = 𝜔(log𝑁)

Theorem 2 (effective reuse rate).

𝐸 𝐾,𝑁 = d 𝐾 ⋅ 1 + 𝑜 1
𝐶 log𝑁 ⋅ (1 + 𝑜(1))

For 𝐾 = 𝑜(log𝑁)
For 𝐾 = 𝜔(log𝑁)

There is two phases for the multi-epoch training
Effective reuse regime:  Reusing data works approximately like fresh data
Limited reuse regime: additional epochs yield only log gains,

Phase transition happens 
when K is large

Larger datasets can be repeated more



Why Can Larger Datasets Can Be Repeated More
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Consider a fixed number of epochs K

When the dataset size N is small overfitting happens 𝐸 𝐾,𝑁 < 𝐾
Regime 1.

When the dataset size N is large Random matrix product concentration
𝐴 ≔ ∏1?'

> 𝐼 − 𝜂𝑧1𝑧13 → 𝔼𝐴

Regime 2.

𝐸 𝐾,𝑁 ≈ 𝐾

Now vary number of epochs from 1 to K , and fix N as we do in training:
Regime 2 → Regime 1: 𝐸 𝐾,𝑁 ≈ 𝐾 → 𝐸 𝐾,𝑁 = Θ(log𝑁) < 𝐾



Beyond Strongly Convex
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In strongly convex case:
The effective reuse rate saturates as 𝐸 𝐾,𝑁 → Θ log𝑁
• Q1: Does the log factor universally hold?
• Q2: If not, how would 𝐸 𝐾,𝑁 behave in other problems

Zipf-law data distribution
• Natural data distributions often exhibit power law structures
• Problem setup:

• 𝑑 one-hot data points, the 𝑖-th data point with x1 = 𝜇1𝑒1 (with norm 𝜇1)
• The 𝑖-th data point is sampled with probability 𝑝1
• Zipf-law: 𝔼 𝑥𝑥3 11 ∼ 𝑖$!.



Effective Reuse Rate for Zipf-distributed data
Power spectrum results

Log-Power spectrum results
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Insights: Larger dataset can still be repeated more; the phase transition point 

differs with the distribution of data (e.g., from log𝑁 to 𝑁
&

'"& or (log𝑁)@) 

Theorem 1.

𝐸(𝐾,𝑁) = q
𝐾 ⋅ 1 + 𝑜 1

Θ(𝑁
&

'"&) For 𝐾 = 𝜔(𝑁
@

!$@)

For 𝐾 = 𝑜(𝑁
@

!$@)

Theorem 2.

𝐸 𝐾,𝑁 = d
𝐾 ⋅ 1 + 𝑜 1
Θ((log𝑁)@)

For 𝐾 = 𝑜((log𝑁)@)
For 𝐾 = 𝜔((log𝑁)@)



Recap: Large Language Model Experiments

There is two phases for the multi-epoch training in LLM training
Effective reuse regime:  Reusing data works approximately like fresh data!
Limited reuse regime: As #epochs increases, E(K,N) saturates to some 
dataset-dependent point, and the benefits of reusing data vanish.

A log-law in our experiments! 𝐾(𝑁) = 𝐴 ⋅ log𝑁 + 𝐵
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Summary

• Limitation and Future works:
1.Constant learning rate

1.Can we extend the analysis to training with learning rate decay?
2.Linear model
￭ Can we extend the analysis to a more realistic regime with feature learning?

3.How does the effective reusing rate change with model size?

• A Theoretical Analysis of Multi-Epoch Scaling in Linear Regression
⚬ Insight for multi-epoch training: Larger dataset can be repeated more.
⚬ reuse your data up to log N times (not too many times) 

Extension: Can we extend our method to order data processing paradigm?
￭curriculum learning; data schedule; synthetic data...
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Thanks for your attention!
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