
Probing the Lack of Stable Internal Beliefs in LLMs

Introduction

In this work, we investigate whether LLMs possess “implicit consistency”, 
the capacity to maintain persistent adherence to an unstated goal throughout 
multi-turn interactions. 
This form of consistency lies at the core of believable persona modeling: a model 
that secretly changes its fundamental objectives mid-conversation fails to exhibit 
genuine personality traits, regardless of surface-level behavioral coherence.

• Requirements:
Persona-driven LLMs require "behavioral consistency," 
but existing research only focuses on external consistency 

• Critical Gap: 
• Can LLMs maintain implicit consistency, 

adhering to an unstated goal across multi-turn dialogues?
• Research Objective: 
• Quantify this gap and explore solutions to improve implicit consistency.

Method & Experimental Design

Taxonomy of Inconsistency in LLMs

External Inconsistency: Contradictory answers 
(e.g., first says "No" to "Does it have white parts?" then admits it is "Arctic Bear")
Implicit Inconsistency: Consistent answers but internal goal drift
(e.g., shifts from "Arctic Bear" to "Panda"—all answers remain factually correct for both entities)

Conclusion & Future Work

Implicit consistency is a critical gap for persona-driven LLMs—anchoring 
internal goals (not just optimizing external behavior) is essential.
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Turn 0: Select Target → Turns 1-5: Dialogue → Probe After Each Turn

NeurIPS 2025 Workshop: PersonaLLM

• Number Guessing:10 randomly sampled numbers (0-99); Proposer selects a target; Guesser asks yes/no questions
• Entity Guessing:10 cross-category entities (e.g., Panda, Eiffel Tower); same rules as above

1. Task Design

2. Probing Technique
• Numerical Indexing: Map each candidate to a single token (0-9) to avoid multi-token probability analysis
• Branch-Based Probing: After each dialogue turn, isolate the context and ask: "What is the specific target’s index?"

3. Key Metrics
• ↗↘ Drift Rate (DR): Frequency of target changes (core metric for implicit consistency)

• ∆ KL Divergence: Quantifies continuous shifts in the model’s belief distribution
• 🔍E.C.V. (External Consistency Verification): Measures surface-level coherence (via LLM-as-a-Judge)

An example of external & implicit inconsistencies.

Key Findings
• 🤔All SOTA LLMs suffer from severe implicit inconsistency (DR: 17.37%–100%)
• ❓Reasoning-enhanced models may drift in simple tasks due to overthinking
• ☑KL divergence regularization is an effective solution for mitigating goal drift

Conclusion

Future Work
• Explore memory mechanisms and explicit belief tracking.
• Extend experiments to complex real-world dialogue scenarios.
• Investigate scaling effects in larger models.
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