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 *: equal contributionhttps://https://github.com/complex-reasoning/RPG

RPG Framework

Experiments

Regularized Policy Gradients

REINFORCE-style Regularized Policy Gradients

ℒRPG-Clip(x, θ) =
max( − w(x) ̂A(x; θ), − clip(w(x), 1 − ϵ1, 1 + ϵ2) ̂A(x; θ)), ̂A(x; θ) ≥ 0,

[0.5ex] min( max( − w(x) ̂A(x; θ), − clip(w(x), 1 − ϵ1, 1 + ϵ2) ̂A(x; θ)), − c ̂A(x; θ)), ̂A(x; θ) < 0,

, SG is stop-gradientw(x) = πθ(x)/πold(x)

4K context length

2K context length
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