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TL;DR: Typical two-stage decoding pipelines first map brain activity to intermediate feature spaces (e.g., CLIP/DINO) and then use
those embeddings to guide a generative model. Our end-to-end brain-to-image approach conditions a latent diffusion model directly
on brain activity, enabling interpretations of the generative dynamics in both image and brain spaces.

A. NeuroAdapter Training Pipeline. B. Brain Encoder-based Image Selection
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(d) Stimulus Predictions
Fig A: (a) cortical parcellation [1], (b) parcel-wise linear mapping Fig B: Optimal decoding results are selected based on Pearson
from vertices to brain representation tokens, (¢c) fMRI token correlation between actual fMRI activity and predicted fMRI
dropout, and (d) conditioning a latent diffusion model. responses from these images using a brain encoder [2].
C. Decoding Examples on NSD [3] D. ROI Attention Maps
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