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Problem — Script Barrier:
● Script barrier between Arabic (Perso-Arabic) 

and Hindi (Devanagari).

Impact:
● Over 8 million Hindi-speaking immigrants in 

Arab nations face daily challenges navigating 
documents and signage.

● Millions of South Asian Muslims rely on 
accurate transliteration for religious texts.

Introduction & Motivation



Research Gap:

● No large-scale, multi-domain, publicly available Arabic→Hindi 
transliteration dataset.

Challenges:

● High linguistic diversity across Classical Arabic, MSA, and named 
entities.

● Significant orthographic ambiguity due to unvocalized Arabic vs. 
vowel-rich Devanagari.

Introduction & Motivation (Cont.)



Contribution:

● First comprehensive multi-domain dataset for Arabic→Hindi 
transliteration.

● First balanced, human-verified benchmark for cross-domain 
evaluation.

● Strong baseline models demonstrating domain generalization 
behavior.

Introduction & Motivation (Cont.)



Aksharantar dataset (Indic transliteration):

● Supports multiple Indic languages

● Focused on Roman ↔ Indic (or among Indic scripts), providing transliteration resources for 
many users. 

Limitations relative to our goal:

● Does not support Arabic script → Indic transliteration

● No cross-domain coverage for Classical Arabic, MSA, named entities, etc.

Absence of public Arabic→Indic datasets:

● No benchmark currently allows evaluation of cross-script transliteration from Arabic to any 
Indic script.

● Existing datasets are either single-domain, small-scale, or not publicly available.

Related Work: Datasets, Benchmarks & Research Gaps



● Three Domains:

○ Quranic (Classical, vocalized, long syntax)

○ Modern Standard Arabic (MSA)

○ Bibliographic (named entities, dense proper nouns)

● 100K parallel pairs

● 1.2M Arabic words, 1.5M Hindi words

● Balanced 2K-pair benchmark (500 Quranic, 500 MSA, 1000 Biblio)

Dataset Overview



Dataset Curation Pipeline

Expert-Curated Quranic and MSA domains from human experts with direct validation

Synthetic Pipeline Bibliographic corpus using LLM with round-trip consistency filter



Method: Char-GRU Architecture

● Character-level Seq2Seq GRU encoder–decoder

● 3-layer GRU with Bahdanau attention

● Embedding: 128, Hidden: 256

● Teacher forcing: 0.5





Quantitative Results



Quantitative Results (Cont.)

● Best overall: Equal-Mix (MaCER 15.7%)

● Specialist models: very low in-domain, catastrophic 
out-of-domain

● Table showing CER across domains



Qualitative Analysis

Table 2: Cross-domain samples of transliteration models on AH-Translit-Bench



Qualitative Analysis (Cont.)
Specialist models exhibit strong domain overfitting:

● Quran-only: fails on numbers, punctuation, and modern tokens

● MSA-only: mis-transliterates classical/vocalized phonemes

● Bibliographic-only: injects hyphens & segmented patterns into normal text

Cross-domain breakdowns show structural, not random, errors:

● Wrong placement of vowels when unseen in training domain. Script-inconsistent handling 
of long vowels & gemination. Incorrect segmentation of named entities

Equal-Mix model displays consistent phoneme-level mapping:

● Preserves classical markers, Handles modern tokens and numerals, Avoids systematic 
stylistic artifacts seen in domain-specialists



Future Work

● Domain adaptation & curriculum learning

● Leveraging Transformers or lightweight LLMs

● Extending dataset to Urdu, Punjabi, Bengali

● Joint phoneme-aware modeling

● Community evaluation shared task proposal



Key Takeaways

● First multi-domain Arabic→Hindi transliteration 
dataset (100K sentence pairs)

● Balanced training dramatically improves 
generalization

● Equal-Mix model: Best macro-CER (15.7%) + 
highest consistency

● Dataset, benchmark, and evaluation tools 
released
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