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Introduction & Motivation

Problem — Script Barrier:

e Script barrier between Arabic (Perso-Arabic)
and Hindi (Devanagari).

Impact:

e Over 8 million Hindi-speaking immigrants in
Arab nations face daily challenges navigating
documents and signage.

e Millions of South Asian Muslims rely on
accurate transliteration for religious texts.

Arabic Text Contexts Missing Bridge Hindi Script Use Cases

Perso-Arabic script Devanagari script
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Hindi-speaking users
(immigrant + religious learner)
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Quranic verse snippet

We introduce AH-Translit: The first large-scale, cross-domain
Arabic~>Hindi transliteration dataset and benchmark




Introduction & Motivation (Cont.)

Research Gap:

e No large-scale, multi-domain, publicly available Arabic—Hindi
transliteration dataset.

Challenges:

e High linguistic diversity across Classical Arabic, MSA, and named
entities.

e Significant orthographic ambiguity due to unvocalized Arabic vs.
vowel-rich Devanagari.



Introduction & Motivation (Cont.)

Contribution:

e Firstcomprehensive multi-domain dataset for Arabic—Hindi
transliteration.

e First balanced, human-verified benchmark for cross-domain
evaluation.

e Strong baseline models demonstrating domain generalization
behavior.



Related Work: Datasets, Benchmarks & Research Gaps

Aksharantar dataset (Indic transliteration):
e Supports multiple Indic languages

e Focused on Roman « Indic (or among Indic scripts), providing transliteration resources for
many users.

Limitations relative to our goal:

e Does not support Arabic script — Indic transliteration

e No cross-domain coverage for Classical Arabic, MSA, named entities, etc.
Absence of public Arabic—Indic datasets:

e No benchmark currently allows evaluation of cross-script transliteration from Arabic to any
Indic script.

e Existing datasets are either single-domain, small-scale, or not publicly available.



Dataset Overview

Three Domains:

o Quranic (Classical, vocalized, long syntax)
o Modern Standard Arabic (MSA)
o Bibliographic (named entities, dense proper nouns)

100K parallel pairs
1.2M Arabic words, 1.5M Hindi words
Balanced 2K-pair benchmark (500 Quranic, 500 MSA, 1000 Biblio)



Dataset Curation Pipeline

Expert Curation Flow
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Method: Char-GRU Architecture

Character-level Seq2Seq GRU encoder-decoder
3-layer GRU with Bahdanau attention
Embedding: 128, Hidden: 256

Teacher forcing: 0.5



e Five models trained:
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Quantitative Results

Table 1: Cross-domain evaluation (CER%). We report Macro and Micro averages, and Std. for
consistency. Best and second-best results are highlighted. The model trained on an equal mix

outperforms others.

Model Test Domain (CER % ) Consistency |

(Trained on) Quranic MSA Bib MaCER MiCER Std.
Quran-only 19.6 51.7 85.7 52.3 60.7 215
MSA-only 91.3 Tl 43.3 47.4 46.4 34.5
Bib-only 61.1 31.8 12.7 35.2 29.6 20.0
Prop-Mix 24.8 11.2 12.8 16.3 15.4 6.1
Equal-Mix 19.7 10.9 16.4 15.7 15.9 3.6




Quantitative Results (Cont.)

Best overall: Equal-Mix (MaCER 15.7%)

Specialist models: very low in-domain, catastrophic
out-of-domain

Table showing CER across domains



Qualitative Analysis

Model Bibliography AL-Quran MSA
Source 1912-1818 ¢ 2o auldl 0,31 3 Ll JI 230 PR (PR FEN B PP Sl 3
(Arabic) madinat al-rabat fi al-garn al-tasi‘ a‘shar, 1818-1912 la jarama annahum ft al-akhirati humu al-akhsarun man ya‘rif al-jawab?
Gold (Hindi) #&=d 3r-3ard $Y 3fef-eh S-amfaar 3R, 1818-1912 T SIRAT 31AgH thi 3rel-3TfReRfd g 37el-3reqre 79 9'R 3ret-Sarer?
madinat al-rabat fv al-qarn al-tasi‘ a‘shar, 1818-1912 la jarama annahum fi al-akhirati humu al-akhsarun man ya‘rif al-jawab?
Quran-only qergR Rarg fhar e arfrer srere T SIRAT 3TAgH thi 31eT-SMMTERf g7 31 Sredre HEIRIthd ]
MSA-only HEAT 3A-TSTAT Wl STA-ThT - ' 3R FR? T S[SH ' 311gH T 37d- ' 3R A o1d- 'S 71 g'Rh Sre-Sara?
Bib-only HEAd HA-ISTd Tl Sfel-ehei INeI-TIS W, 1818-1912 T ST 317gH Wl e~ ATRERE §H 31 -SeTe A R Sr-Srare?
Equal-Mix A 3He-Rard h 3fel-g+ TeT-afat 3R, 19819199 o1 I+ 3ragH fOhet anfaRfar ger sraaeze 7 TR Srer-Stara?

Table 2: Cross-domain samples of transliteration models on AH-Translit-Bench



Qualitative Analysis (Cont.)

Specialist models exhibit strong domain overfitting:
e Quran-only: fails on numbers, punctuation, and modern tokens
e MSA-only: mis-transliterates classical/vocalized phonemes

e Bibliographic-only: injects hyphens & segmented patterns into normal text

Cross-domain breakdowns show structural, not random, errors:

e Wrong placement of vowels when unseen in training domain. Script-inconsistent handling
of long vowels & gemination. Incorrect segmentation of named entities

Equal-Mix model displays consistent phoneme-level mapping:

® Preserves classical markers, Handles modern tokens and numerals, Avoids systematic
stylistic artifacts seen in domain-specialists



Future Work

Domain adaptation & curriculum learning
Leveraging Transformers or lightweight LLMs
Extending dataset to Urdu, Punjabi, Bengali
Joint phoneme-aware modeling

Community evaluation shared task proposal



Key Takeaways

First multi-domain Arabic—Hindi transliteration
dataset (100K sentence pairs)

Balanced training dramatically improves
generalization

Equal-Mix model: Best macro-CER (15.7%) +
highest consistency

Dataset, benchmark, and evaluation tools
released
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Email: bassam.adnan@research.iiit.ac.in

Actively seeking PhD opportunities.

Dataset

Benchmark

Base Models

Evaluation Tools

Scan QR code to contact.


mailto:villa.ali@research.iiit.ac.in
mailto:mohd.hozaifa@research.iiit.ac.in
mailto:bassam.adnan@research.iiit.ac.in

