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Introduction and Purpose 

• LLMs are increasingly used to answer Islamic questions, but their 
reliability in school-specific Fiqh — such as the Maliki school — remains 
unexplored.

• Different Fiqh schools use different methodological rules, so accuracy 
requires following the reasoning framework of the specific school—not just 
general Islamic knowledge.

• This study examines how two widely used Arabic LLMs handle Maliki-
specific Fiqh questions, and investigates whether prompt design can 
improve their adherence to authentic Maliki jurispruden.tial principles
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Methodology 

❑ Dataset
• 550 Maliki Fiqh questions acreoss three 

domains: purification (Tahārah), marital 
jurisprudence (Fiqh Al-Nikāh), and financial 
transactions (Buyū)
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Methodology 
❑ Models
•  GPT-4o

• ALLaM-7B-Instruct

❑ Prompt Engineering
• Baseline: No instructions.

• General Fiqh Expert: Act as a general 
Islamic Fiqh expert.

• Maliki Expert-1: Follow Maliki school 
principles.

• Maliki Expert-2 (strict): Rely solely on 
authoritative Maliki sources.
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Results
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• GPT-4o consistently outperformed ALLaM across all domains and prompt 
settings.

• Both models struggled most with Taharah—especially MCQs—indicating high 
topic complexity and limited training exposure.

• GPT-4o performed better with Maliki-aligned prompts.



Conclusion

• LLMs show potential for assisting in Islamic jurisprudence research and 
education.

• However, current Arabic LLMs are not fully reliable for school-specific Fiqh 
reasoning without additional adaptation.

• LLMs should be used cautiously in sensitive religious contexts.

• Improving reliability requires domain adaptation, such as fine-tuning or RAG 
using authoritative sources, since current models lack the jurisprudential 
depth needed for school-aligned reasoning.
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