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1. Introduction

The Problem: LLMs increasingly serve as information sources, yet their
proficiency in specialized, non-English domains remains untested.

The Contribution: BIICK-Bench, the first Bengali benchmark for
Introductory Islamic Creed Knowledge.

e 50 Multiple Choice Questions (MCQA).
e 14 Open-source models evaluated (1.5B to 8B).

e Key Finding: 13 of 14 models failed, performing near random chance.

2. BIICK-Bench: Design & Curation

Design Principles

e Native Bengali: Created directly in Bengali for native speakers; no
translation artifacts.

e Theologically Consistent: Derived from a single, mainstream Islamic
curriculum.

e Automated Evaluation: Standardized 4-option MCQA format for
objective testing.

Data Source

e Curriculum: Expert-validated final exam from Taibah Academy
(“Introduction to Islamic Creed”).
e Quality: Expert-verified and relevant to the target community.

3. Experimental Setup
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4. Results & Analysis

Gemma-7B 64.00%

Sarvam-1 (2.5B) 44.00%

Granite-8B 40.00%
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Analysis

Performance is poor across most models. Gemma-7B (64%) is a clear
outlier. Leading models like Llama-3-8B (24%) and Mistral-7B (26%)
perform at or near the random-chance baseline. Massively multilingual
models (Aya-23, BLOOM) also failed.

5. Discussion & Conclusion

The low performance demonstrates that LLMs cannot be considered
reliable sources for general Islamic knowledge in Bengali. This validates
the need for community-specific benchmarks to hold developers
accountable and inform users of the risks of uncritical Al adoption.

Limitations & Future Work

Limitations include a small (50-question) benchmark and evaluation on
free-tier compute. Future work will focus on expanding the benchmark,
translating it to other under-resourced languages, and conducting qualitative
analysis of failure modes.

A Critical Delineation

Not for Fatwas: This research evaluates LLMs as a repository of general
knowledge, not as a source for issuing religious verdicts (fatwas). We firmly
maintain that seeking fatwas from Al is impermissible; this role must remain
with qualified human scholars.
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