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Motivation

• Tuning the whole model vs. modifying partial 

parameters efficiently

• Representation projection or prompts vs. directly 

modifying parameters

Retention Loss

Debiasing Loss

• Dataset: StereoSet
• Ideal SS (Bias): 50%
• Ideal ΔLMS (Language 

Modeling): 0
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