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Usage of the learned W
#1: Unsupervised spoken word recognition: when language 1 = language 2

(e.g., both English)

#2: Unsupervised spoken word translation: when language 1 ≠ language 2
(e.g., English to French)
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An interesting property of our approach: synonym retrieval
à The list of nearest neighbors actually contain both synonyms and 
different lexical forms of the input spoken word.

Foundation for Unsupervised Automatic Speech Recognition

Foundation for Unsupervised Speech-to-Text Translation
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